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The use of molecular dynamics simulation to investigate the properties of hydration water around proteins is
outlined. A variety of structural and dynamical properties of the protein hydration water are reviewed and
compared with those of bulk and with the corresponding experimental results. In particular, the accessibility
to the protein medium, the hydrogen bond networking capability, the residence times, the diffusive mobility,
the relaxation behavior, and the inelastic vibrational features of hydration water are analyzed in framework
of the peculiar interactions of water at the protein surface. All these features, which can be traced back to the
complexity of the overall protein-solvent energy landscape, are discussed in connection with the role played
by hydration water in the biological functionality.

1. Introduction

Water plays a crucial role in determining the structure and
the dynamics, and then the functionality, of globular proteins.1,2

Conversely, there is a variety of experimental3-15 and theo-
retical16-21 studies demonstrating that a protein in an aqueous
solution modifies both the structural organization and dynamical
behavior of its neighboring water layers.

Water molecules in protein solutions may be broadly clas-
sified into three categories:22 (i) strongly bound internal water,
(ii) water molecules that interact with the protein surface, (iii)
bulk water. Bound water molecules occupying internal cavities
and deep clefts can be identified crystallographically. Such water
molecules, which are extensively involved in the protein-
solvent H-bonding, may play a structural role. Surface water,
usually called hydration water, exhibits a heterogeneous dynami-
cal behavior due to both the interaction with the solvent-exposed
protein atoms with different chemical character and the topo-
logical disorder, or roughness, of the protein surface. Finally,
water which is not in direct contact with the protein, continu-
ously exchanging with surface water, reveals properties that ap-
proach those of bulk water as far as solvent molecules at an in-
creasing distance from the protein surface are taken into account.

It is now well-ascertained that a threshold level of hydration
(less than 0.40 grams of water per gram of protein) is required
to fully activate the dynamics and functionality of globular
proteins:23-25 such an amount being less than sufficient to
completely cover the protein surface. However, a satisfactorily
description of the mechanisms connecting the hydration water
dynamics with those of protein is still far from being achieved.
On the other hand, a deeper understanding of the dynamical
coupling between the protein and the solvent, which indeed
draws more and more attention of the researchers in the field,
could be of extreme relevance to elucidate the enzymatic
activity, the molecular recognition, and the folding process.

Proteins are complex systems, their motions causing a huge
amount of different conformational substates (CS), which are

thermally activated and related to local minima of the potential
energy surface.26-28 Actually, protein energy landscapes, very
similar to those of disordered media, such as glasses,29,30 are
characterized by the existence of many, nearly isoenergetic, local
minima which are likely organized in a hierarchical way.31 At
room temperature, fluctuations among CS occur continuously
and are crucial in determining the macromolecule biological
function.31 The solvent could be a dominant factor in the
activation of these fluctuations. It has indeed been suggested
that the multiplicity of water states, characterized by a different
number of H-bonds and rearranging continuously,32 could be
at the origin of the conformational transitions of the biomol-
ecule.6 In other words, water injects fast conformational
fluctuations into the protein through the continuous forming and
breaking of hydrogen bonds involving the long flexible lateral
chains, well-suited to adapt to the many possible water
patterns.33-35

When the temperature is lowered, transitions among CS can
be suppressed36 and the biological functionality inhibited:26,27

with these transitions being, on one hand, suppressed also by
dehydration.37 Below about 200 K, the protein becomes frozen
in a kinetically arrested metastable state in analogy with what
occurs in a glassy system.38,39This so-called glass-like transition,
verified by a variety of experimental techniques40-43 and of MD
simulation approaches,44-47 is manifested by a reduction in the
magnitude and an increase in the time scale of atomic fluctua-
tions. Accordingly, the mean square displacement (MSD) of
the protein atoms switches from a highly anharmonic to an
essential harmonic behavior, below the transition temperature.
The path to this transition was found to be highly dependent
on, or “slaved” to, the solvent properties (chemical composition,
viscosity, dielectric properties, etc.)40,48,49Notably, the onset of
the protein motions above 200 K was suggested to be triggered
by the dynamics of the hydrogen bond network at the protein-
solvent interface.50 A further support to such a hypothesis comes
from a recent MD simulation study which demonstrated that
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the magnitudes of protein fluctuations above 200 K are
drastically reduced if only the solvent temperature is kept below
the glass transition temperature.51 Indeed, a more recent
perceptive view indicates the dynamics of the methyl side chains
as a probe of the role of water into the activation of the protein
dynamical transition.52

On the other hand, hydration water in the vicinity of protein
surface exhibits an amorphous character, which is closely
reminiscent of that of supercooled bulk water.1,35,53-55 Indeed,
the presence of the protein can prevent solvent water at the
interface from crystallization even below 60°C.6,56 This aspect
is of some relevance for the preservation of the functionality at
low hydration conditions as well as for the freeze resistance1

and might be also related to the drastic changes in the protein
dynamics and functionality as obtained by the addition of glass-
forming liquids (glycerol, trehalose etc.)57-59 Furthermore, it
is worth of note that both protein and the surrounding hydration
water relaxations were analyzed in the framework of the Mode
Coupling Theory (MCT),40,54,60 a well-suited approach to
describe the dynamics of glasses.35,61Generally, the amorphous
character of hydration water and the glassy behavior of proteins
is an intriguing coincidence that could be accidental or may
point toward a peculiar physical significance which deserves
further investigation.

Protein and hydration water show the presence of an excess
of low-frequency vibrational modes, over the estimated Debye
level.62,63 The origin of such a vibrational anomaly, usually
called boson peak, and representing a sort of signature of the
disordered, amorphous state, is still amply debated.38,64,65Indeed,
the occurrence of the boson peak in several proteins character-
ized by a different structure37,66-68 and in the surrounding
solvent62,69 led, once again, to speculate about a possible
vibrational coupling between the biomolecule and the surround-
ing solvent; coupling of possible relevance for the biological
functionality.62,69Such a speculation received some ground from
the observation of 1/fR, or flickering, noise in the potential
energy fluctuations of both the protein macromolecule and the
surrounding solvent.70 1/fR noise, which is a manifestation, in
the temporal domain, of the complexity of the system, could
be, in some way, connected to the vibrational density of states
and to the exploration of the complex energy landscape.71,72

Moreover, the fact that the exponentR was found to be the
same for both the protein and its hydration water points toward
an intimate relationship between the energy landscape of two
systems.

In this paper, we present an overview of the dynamical
properties of hydration water around proteins as investigated
by MD simulation. We note in passing that MD simulation,
providing a detailed atomic description of both the protein and
the solvent in a temporal window ranging from femto- to
nanoseconds, offers an unique opportunity to focus the attention,
at the same time, on both the local and the global properties of
hydration water also in relationship to the protein dynamics. A
variety of aspects of hydration water dynamics are reviewed in
a tight connection with the protein dynamics and functionality
also focusing onto the dynamical coupling between the protein
and the solvent. The crucial role played by the solvent in
determining the protein dynamical behavior and, more notably,
in controlling the biological function of the protein macromol-
ecule is emphasized and discussed also in connection with the
global peculiar properties of hydration water and compared with
the available experimental results.

The paper is organized as follows. Section 2 briefly describes
MD simulation methods applied to protein systems. In section

3, the different methods and the main results related to the
structural and the dynamical properties of hydration water at
the protein-solvent interface are reviewed and discussed also
in connection with the protein dynamics and functionality. In
particular, after a brief introduction (section 3.1), the concept
of solvent accessible surface is reviewed (section 3.2). Then,
the radial distribution functions of water and the concept of
hydration sites at the protein surface are presented (section 3.3).
Section 3.4 describes the structural and the dynamical organiza-
tion of the H-bonds formed between the protein and the solvent
and their implications in the dynamical properties of proteins.
In section 3.5, the residence times and the relaxation decay of
the survival probability function of hydration water are reviewed
and discussed also in connection with the amorphous character
of water around proteins. An analysis about the diffusion
coefficient of hydration water at various distances from the
protein surface is given in section 3.6. Section 3.7 provides an
overview of the occurrence of anomalous diffusion for water
moving close to the protein surface. A description of such a
phenomenon in terms of a spatial or temporal disorder at the
protein-solvent interface is also presented. The rotational
dynamics of hydration water is given in section 3.8. Sections
3.9 and 3.10 show some MD calculated quantities which can
be directly compared with neutron scattering data. In particular,
the dynamical structural function, the dynamical susceptibility,
the density of states and the intermediate scattering function of
protein hydration water, revealing properties closely reminiscent
of those of amorphous systems, are discussed. The occurrence
of 1/fR noise in the potential energy of hydration water is
discussed in section 3.11. Finally, a brief discussion and a future
outlook are presented in section 4.

2. Molecular Dynamics Simulation Methods of Hydrated
Protein Systems

MD simulation involves the computation of the coordinates
and velocities of the system atoms as a function of time. The
essential prerequisites to perform a simulation are the knowledge
of a starting set of atomic coordinates and of the interaction
potential between atoms. In the classical approach, Newton’s
law is usually used to describe the motion of individual particles,
while the interaction potential is represented by an empirical
energy function that takes into account for both the bonding
and the nonbonding contributions:73-76

whereR is the coordinates of the atoms;Kb, Kθ, Kø, andKimp

are the bond, angle, dihedral angle, and improper dihedral angle
force constants, respectively;b, θ, ø, andφ are the bond length,
bond angle, dihedral angle, and improper torsion angle, respec-
tively; the subscript zero represents the equilibrium values for
the individual terms. Lennard-Jones 6-12 and Coulomb terms
contribute to the external or nonbonded interactions;εij is the
Lennards-Jones well depth, andσij is the distance at the
Lennard-Jones minimum between atomsi andj; qi is the partial
atomic charge,εo is the dielectric constant, andrij is the distance
between atomsi andj. Different sets of parameters for empirical
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potential energy function were developed (CHARMM, GRO-
MOS, AMBER, and ENCAD).77-80 The parameters that appear
in eq 1 are initially obtained from experimental and quantum
mechanic studies of small molecules and then refined to yield
correct experimental structural and spectroscopic results77-80 The
hydrogen atoms can be treated by two different approaches:
the “united atom” (UA) scheme which describes non polar
hydrogens as united groups (i.e., CH,CH2 CH3); the “all
hydrogens” (AH) scheme which explicitly treats all polar and
nonpolar hydrogens.

To save computational time, a variety of approximate methods
for the treatment of electrostatic long range interactions were
developed.81 For example, the calculation of electrostatic
interactions are spherically cut at a certain distance with a
possible introduction of a switching function to smoothly
approach to zero. Such approximate methods, while offering
simple and computationally cheap simulations, may produce
some artifacts.81 Recently, the Ewald summation technique,
representing a well-established method for a rigorous treatment
of electrostatic interactions in periodic systems, was applied to
the MD simulations of proteins;82-84 however, possible artifacts
resulting from the introduction of artificial periodicity can be
observed.85

Equation 1 can include solvation effects in two different ways.
By implicit solvation model in which the interaction parameters
are modified in an attempt to make a solvated-averaged potential
of mean force.86,87More accurate, but also more demanding of
computer resources, is the explicit incorporation of solvent
molecules in the basic model.18 The water molecules are then
treated on the same level as groups within the protein and are
represented by additional terms in eq 1. Such an approach
requires a solvent-solvent potential sufficiently accurate to
describe the major physical properties of the solvent (such as
the radial distribution functions, self-diffusion coefficient,
density, viscosity, etc.) and a method to determine an effective
solute-solvent potential, given the individual solvent-solvent
and solute-solute parameters.

A variety of potential functions to describe intermolecular
liquid water interactions were proposed and tested: for example,
SPC,88 SPC/E,89 TIP3P,TIPS2,TIP4P,90 TIPS3, F3C,91 and
ST2;92 these models differ regarding the number of interactions
sites, the geometric arrangements, and the parametrization of
the charged sites. As an example, SPC and TIP3 models,
commonly used in the MD simulations of hydrated protein
systems, involve a rigid water monomer that is represented by
three interaction sites, while the ST2 and TIP4 require four sites.
The reproduction of the experimental values for some properties
(e.g., density, compressibilities, diffusion coefficient, specific
heat, etc.) can be assumed as validating tests for the used water
models.

The water-water intermolecular potential can be generally
described by the

electrostatic and the van der Waals interaction:

whereqi is the charge of the sitei, andrij is the distance between
atomsi and j; εo is the dielectric constant;εij and σij are the
Lennards-Jones parameters.

The geometries and the parameters for the water potential
mostly used in the MD simulation of protein systems (SPC,
SPC/E, and TIP3P) are summarized in ref 90.

The solute-solvent interaction parameters can be derived
from those of the protein-protein and the solvent-solvent by
applying combination rules for the Lennard-Jones parameters.
Possible expressions are77-79

or (ref 93):

where the subscripts “p” and “s” refer to protein or solvent,
respectively.

The macromolecule can be solvated by a large box (cubic,
rectangular, or truncated octahedron) filled of solvent molecules;
the whole system can be replicated in three dimensions and
treated with periodic boundary conditions.84 Other approaches
which treat only a region of the protein including the solvent
in an explicit way, the remaining being represented as a reservoir
and treated in the framework of stochastic boundary conditions
were developed.94

To start a dynamics simulation, an initial set of atomic
coordinates and velocities are required. The coordinates can be
obtained from X-ray crystallographic or NMR structure data
or by model building approaches. Given a set of coordinates,
the structure is first refined to relieve local stresses. Next, atoms
are assigned velocities taken random from a Maxwellian
distribution at a fixed temperature. Then a simulation is
performed by determining the accelerationai of atom i from
Newton’s law: ai ) Fi/mi ) -∇r i/U/mi. If the position ofr i(t)
is known, the velocitiesvi(t) and the accelerationsai(t) of each
atom in the system at a timet and the position of atomi after
a time step∆t is given by

Different methods for numerically approximating eq 5 were
developed: e.g., the Verlet method,95 the Beeman method,96

the Gear method.97 The most used is that of Verlet; with the
equations for advancing the position being based on the positions
from the two previous steps and from the acceleration at the
previous step:

Such an algorithm can be easily modified to introduce con-
straints on internal coordinates, such as bond lengths and angles.
Actually, in protein systems, to reduce computer time and to
preserve an appropriate structure, the bonds can be constrained
to a fixed length by the SHAKE algorithm, an iterative
procedure that adjusts, after each step, the atomic positions in
succession, to simultaneously satisfy all the constraints within
a specified tolerance.98

MD simulation approaches were first performed by keeping
the energy constant (microcanonical or NVE ensemble). Suc-
cessively, to better match the experimental conditions, methods
to simulate at constant temperature (canonical or NVT ensemble)
or both pressure and temperature constant (isobaric-isothermal
or NPT ensemble) were developed. Indeed, the study of
temperature and pressure dependent properties of biological
systems has been growing in importance. Andersen originally
proposed a method for a constant pressure.99 In his approach,
the volume of the system was a dynamical variable while the
generalized force acting on this variable was proportional to
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the difference between the internal and external fixed pressure.
The fundamental idea of his method was to represent the effect
of a suitable external reservoir by adding new degrees of
freedom to the system and solving the corresponding equations
of motion. One of the most popular approaches applied to
protein MD simulations is that of Berendsen et al., which is
based on a modified Langevin equation of motion in which the
stochastic force is eliminated and the constant friction term is
replaced with a variable friction proportional to the constraint.100

Another approach for conducting simulation at equilibrium
constant pressure was developed by Hoover.84,101

Finally, it should be remarked that a particular care is to be
devoted to the equilibration procedure. Indeed, before collecting
data for analysis, a MD simulation run, until monitored
quantities have been properly equilibrated, is to be performed.84

3. Structural and Dynamical Properties of Hydration
Water at the Protein Surface

3.1. General Considerations.Water molecules at the protein-
solvent interface form irregular networks, persisting even beyond
the first solvation shell, whose details depend on the subtle
aspects of the protein structure and amino acid composition.1,2,102

From a general point of view, the effects induced by the protein
macromolecule on the surrounding water can be considered in
two ways.20 As a protein displays on its surface a variety of
functional groups with different physicochemical properties,
hydration water can be studied on a full-detail accounting for
local differences in the mutual influence of solute and solvent.
Alternatively, the protein can be considered as a whole, and
the solvent distribution can be monitored in a spatially averaged
manner, i.e., as a function of the distance from the protein
surface.

3.2. Solvent Accessible Surface.With the exception of water
molecules occupying internal cavities, hydration water surrounds
the protein surface by interacting with the biomolecule atoms
exposed to the solvent (see Figure 1). There are essentially two
types of protein side chains: hydrophilic side chains that are

relatively soluble in water and hydrophobic side chains that are
less soluble and tend to cluster together in the protein interior.103

The balance between the various forces involved into the
protein-protein and the protein-solvent interactions is crucial
to determine the secondary and the tertiary structure of proteins
as well as the folding path. An useful indicator of how a
surrounding medium affects protein structures is represented
by the surface area of protein atoms in contact with the solvent
molecules: the so-called solvent accessible surface (SAS).104,105

Such a quantity, describing the extent of the exposure of protein
atoms to solvent, is particularly relevant for the study of the
protein folding, of the crystal packing, of the molecular
recognition, and of the protein-protein interactions.106

A variety of computational methods were developed to
evaluate the area over which contact between protein and solvent
can occur.104-107 Generally, SAS can be defined as the area
traced out by the center of a probe sphere (representing a solvent
molecule) as it is rolled over the van der Waals surface of the
biomolecule.104,107SAS can be alternatively evaluated by adding
the radius of a solvent molecule to the atomic radii and then
calculating a dot surface representation.108 A different approach
to evaluate the real solvent-covered surface area of a protein
can be obtained by monitoring the number of water molecules
that are found at each protein atom for a given time interval.109

The analysis on a number of proteins revealed that the SAS
of a protein in an aqueous medium mainly depends on the
number of protein atoms.106 Conversely, a comparison of the
SAS of a protein embedded in an aqueous medium or in an
organic solvent showed differences depending on the residue
character:110 a large increase in SAS was observed for polar
and charged side chains upon moving from chloroform to water.

It is worth noting that the SAS of many different globular
proteins, showing some kind of roughness, or self-similarity,
was modeled as a fractal surface with a dimension larger than
2.111,112 Such a property of the protein surface has been
suggested to be of some relevance for the biological functional-
ity: a fractal surface dimension larger than 2, can affect the
diffusive properties of the surrounding solvent (see section 3.7);
therefore, an acceleration of the capture of the substrate from
the bulk, with a concomitant slowing down of the migration of
the substrate along the protein surface could occur.111,113

3.3. Radial Distributions and Hydration Sites. The struc-
tural organization of water at the protein interface can be
described by the so-called protein-solvent radial distribution
function representing the relative probability of finding any
solvent molecule whose oxygen is at a distancer from a specific
solute atom.16,18,114-117 At a basic level, the distribution function
gR(r) can be expressed by117

where r is the distance between the protein atomR and the
solvent oxygen,〈∆N(r)〉 is the number of solvent molecules in
the region betweenr - ∆r/2 andr + ∆r/2 averaged in time,
NW is the total number of water molecules present in the system,
andF is the density of bulk water.

More accurately, the protein-solvent radial functiongR(r) is
given by118

where trun is the simulation length,δ(r) is the delta function

Figure 1. X-ray structure of plastocyanin, a copper containing protein
involved into the photosynthetic process, with the 3514 water molecules.
The drawing, generated with crystallographic coordinates from ref 201
and using the program Quanta, describes the system in the starting
conditions before performing a MD simulation.
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centered at the siter, andrR andr j are the protein atom and the
oxygen water locations, respectively; dτΩ(r,t) is the normaliza-
tion volume that accounts for the presence of the other protein
atoms and whose time dependence arises from the protein
conformational fluctuations.

The solvent distribution function around a protein atom,
perpendicular to the protein surface,g⊥(r), can be derived from
eq 8 by determining for each solvent moleculej, the distance
|rR - r j| from the closest protein atomR.20,118

The radial distribution function of water around a protein
macromolecule generally reveals two peaks16,46,115-119 (see, as
an example, Figure 2). The first one, at about 1.5-2 Å, arises
from the strong interaction between the water oxygen atoms
with the hydrogen bond acceptor groups on the protein
surface.16,119The second peak, whose location ranges between
2.5-3.5 Å according to the protein system, is due to the
interaction between water molecules and the nonhydrogen atoms
of the protein;16,117-119 the position of such a peak being also
dependent on the particular protein atom type. The bulk limit
for the radial distribution is generally reached for distances
greater than 10 Å from the protein surface; such a result
supporting the persistence of water structural organization
beyond the first layer of hydration.118

The clustering of water molecules close to the protein surface,
resulting in a local increase of water density, led to the
introduction of the concept of the hydration site. Accordingly,
a hydration site can be defined as being a local maximum in
the solvent density close to the protein surface.120,121 The
calculation of the water density may follow two different
criteria.20 The first one introduces a radial pair distribution
function of water oxygen atoms around the atom types on the
protein surface and the extent of the solvation shell is determined
by considering a suitable cutoff radius16,17,118,122,123Such an
approach introduces a set of atom type-specific parameters, but
instantaneous fluctuations in the water molecule configuration
around a surface protein atom are not taken into account.
Therefore, hydration sites result to be as local maxima in the
time-averaged solvent density.120-122,124 Alternatively, the in-
stantaneous positions of the solvent molecules are used for the
determination of the solvation shell. This holds for the Voronoi
polyhedra method, a geometrical procedure that does not make
use of any parameter, and consists of the evaluation of a
distribution function for oxygen water around a protein site.120

Furthermore, the hydration site, sometimes called the first
coordination shell, of a protein atom can be defined as a sphere
of radiusr shell given by125

wherermin is the minimum exclusion distance between the solute
and the water oxygen atoms,rOH is the O-H bond length in a
water molecule, and∆rRT is a correction term to take into
account for positional thermal fluctuations.

In general, the collection of hydration sites does not appear
as an uniform monolayer at the protein surface but as a
patchwork of water clusters.119,122Regions with tightly clustered
water molecules together with low-density areas can be ob-
served.16,46,119,122It should be noted that low density areas cannot
be associated to a particular residue class since charged and
polar together with hydrophobic residues are commonly found
within these regions.122

A comparison between MD simulation results and experi-
mental data reveals an uncomplete matching between hydration
sites and crystallographic waters.119,120,122A probable reason
for such a discrepancy may reside in the absence of crystal
packing effects in the simulation122 or in the absence of solvent
fluctuations in connection with protein motions.120

3.4. Hydrogen Bond Analysis.Hints on the structural and
dynamical organization of water at the protein-solvent interface
can be obtained by analyzing the protein-solvent H-bond
network.16,110,119,126-129 The presence of hydration water, which
partially competes with protein atoms in the formation of
H-bonds, globally affects the intramolecular H-bonds. Geometric
or energetic criteria were adopted to define the formation of a
H-bond during the MD simulation. A geometric criterion is
satisfied if the hydrogen to acceptor distance is shorter than a
fixed value (e.g., 0.32 nm) and the donor-acceptor angle was
larger than a given value (e.g., 120°).126,127Alternatively, it can
be assumed that two water molecules are hydrogen bonded if
their interaction energy is lower than a threshold (e.g., -10 kJ/
mol).130-132

Analysis of the H-bond network commonly involves the
determination of the average number of H-bonds〈Nhb〉 formed
between the protein and the surrounding water molecules:126

whereNhb is the total number of H-bonds that are found during
the analyzed period andNstepis the number of trajectory frames.
The H-bond average lifetimeτH can be calculated by the
following expression:126

wheretrun is the simulation length andNDW is the number of
different water molecules engaged in H-bonds with each amino
acids residue during the timetrun. Alternative analysis of the
H-bond network dynamics could be done by considering the
correlation function of a H-bond operatorh(t) which takes the
value of 1 when a tagged pair of atoms are bonded, 0
otherwise;133 hence, the H-bond lifetime can be extracted from
the relaxation of the correlation function ofh(t).

At sufficient hydration, an extensive hydrogen-bonded net-
work is formed between solvent molecules and specific sites
of the protein structure.23,128,134In particular, water molecules

Figure 2. Water-protein radial distribution around equilibrated
myoglobin as a function of the distance between water oxygen atoms
and the nearest protein atoms, including hydrogen atoms. Adapted from
ref 119.
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form hydrogen bonds with carbonyl and N-H groups of the
backbone and with several polypeptide side chains. The breaking
and forming of these hydrogen bonds was suggested to be a
prerequisite for the occurrence of stochastic large amplitude
motions of the macromolecule.135

MD simulations showed that, at the protein surface, H-bonds
are preferentially formed by hydrogen atoms from water as
donors128,129in agreement with results as obtained by NMR;23

such an aspect seems to be connected to the high directional
structure of the H-bond.136The average number of H-bonds〈Nhb〉
between the protein amino acids and the solvent was found to
be strongly dependent on the polar character of the exposed
protein atoms:129such a value being in a satisfactorily agreement
with the experimental hydration number.23 In addition, the
H-bond lifetimesτH between the protein and the solvent reveal
a wide variability from 0.5 ps up to 50 ps or even more.128 For
longer times, some water molecules were considered as being
practically “bound” to the protein macromolecule.

An analysis of the number of different water molecules
engaged in H-bondsNDW in connection with the lifetimeτH,
provides information about the dynamics of H-bond network
at the protein-solvent interface. Large values forNDW point
out that a frequent exchange of water molecules engaged in
the H-bonds occurs during the analyzed period.128 On the other
hand, high values forNDW in connection with low values for
〈Nhb〉 reflect a decreased capability to form a H-bond. It is
interesting to note that, while the average number of H-bonds
〈Nhb〉 is only slightly affected by the hydration level, a strong
decrease of the H-bond lifetimeτH was detected by lowering
the hydration level.128 The finding that the H-bond network
dynamics is significantly slowed at low hydration agrees quite
well with the experimental evidence pointing out that a
minimum amount of water is required to activate the protein
functionality.

While at low temperature H-bonds are preferentially formed
between the protein and the surrounding solvent, at high
temperatures the formation of the intramolecular H-bonds
becomes favored,50 such a behavior being indicative that the
competition between the protein and the solvent in the H-bond
network formation is thermally controlled.50 Additionally, it was
found that the trend with temperature of the number of different
water moleculesNDW engaged in the protein-water H-bonds
exhibits a transition at 200-220 K (see Figure 3). It should be
remarked that a similar trend was observed in the number of
water molecules involved into H-bonds for SPC/E bulk water.137

It appears quite interesting that the onset of the dynamical
transitions in proteins mimics, in some way, that of water probed
through the H-bond dynamics. This led some authors to suggest
a coupling between the protein and the solvent dynamics.35,50,138

In particular, it was hypothesized that hydration water dynamics
could be coupled to the motion of the polar lateral chains
through an injection of fast excitations which can trigger more
extensive collective motions.35 These findings received an
experimental support by neutron scattering data on myoglo-
bin135,139which have revealed that a discontinuity in length of
the protein-solvent H-bond as a function of temperature might
occur at the origin of the onset of the anharmonic protein
motions at high temperature. Notably, recent MD simulation
results, making use of different thermal baths for the protein
and the surrounding solvent, suggested that the enhancement
in the protein fluctuations magnitude above the glass-transition
temperature is mainly due to the solvent mobility.51

3.5. Residence Times.Water residence times could provide
useful insights into the structural and dynamical behavior of

interfacial water in the first, or successive, hydration shells of
protein atoms exposed to the solvent.17,18,124,127,140,141This
approach results to be particularly useful to investigate the
dynamical behavior of those water molecules so closely
associated with the protein that their behavior sometimes can
no longer be described simply as diffusive. The mean residence
time τmean(R) may be determined at each hydration site by
averaging the time periodsτj during which a single distinct water
moleculej was residing within a small given distance from the
protein siteR:109

whereNW is the total number of water molecule, with the sum
including only water molecules within a fixed distance from
the protein atomR.

More commonly, the residence time was evaluated from a
survival time correlation functionC(t),17,125,127describing the
relaxation of the hydration shells of a protein atom (or even of
a layer) around the macromolecular body.142 At a protein atom
R, CR(t) is defined in terms of a binary functionpR,j(t,t + t′;to)
that takes the value of1 if the jth water molecule stays in the
coordination shell of atomR from timet to a timet + t′ without
getting out, in the interim, of this interval, (except for a short
interval of time to) and takes the value ofzero otherwise.
Formally,140,143

whereNW is the total number of water molecules in the system
and trun is the length of the simulation timeto; CR(t) gives the
average number of water molecules that still remain in the
coordination shell of the siteR after a timet. In addition, the
survival time correlation function can be also defined by taking
into account, instead of the siteR, a layer of thicknessRaround
the protein body defined as the volume including all water
oxygens whose minimum distance to any protein atom is less
than or equal toR;140 such a quantity can be indicated byCR-

Figure 3. The number of different water moleculesNDW engaged in
protein-water H-bonds as a function of temperature. The solid line
represents the harmonic trend obtained by a linear fit from 20 to 180
K. The temperature at which the dynamical transition occurs is also
shown. Adapted from ref 50. The data have been obtained from a MD
simulation by GROMOS, in a canonical ensemble, of plastocyanin with
230 water molecules; a cutoff radius of 1.4 nm for the electrostatic
interactions has been used. The system has been equilibrated for 100
ps followed by 500 ps of data collection.

τmean(R) )
1

NW
∑
j)1

NW

τj(R) (12)

CR(t) ) ∑
j)1

NW 1

trun - t
∑
t′)0

trun - t

pR,j(t, t + t′;to) (13)
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(t). The value assumed fort ) 0 is a measure of the coordination
number of the site and represents the average number of water
molecules residing in the hydration shell ofR, or in the layer
R.127

The relaxation trend of theCR(t) provides information about
the local dynamics of hydration water. In analogy with what
was done in the case of water molecules solvating simple
ions,125,127 the survival time correlation functions can be
approximated by a single-exponential function:

Fitting data with eq 14 provides the relaxation timeτR which
represents the water mean residence time at the protein atom
R. In many cases, a better fit of the survival time correlation
function was obtained by using a double exponential,122,142

whereτRs andτRl are a short and a long time decay constant,
respectively. These decays correspond to solvent molecules that
stay in the hydration shell for prolonged periods of time or enter
and then immediately leave out. Other approaches to describe
the survival time correlation functions used a multiexponential
function.127,140

The residence times of water at the protein-solvent interface,
as calculated by the different approaches outlined above, exhibit
a high variability in their values, irrespectively of the specific
analyzed protein.17,20,109,120,122,127,140Usually, time residence
values ranging from 0.5 to 50 ps are observed for various protein
sites.20,127,140Moreover, a significant number of water molecules
with a residence time in the 100-500 ps time scale was also
found.127 Analysis of these residence times, as a function of
the amino acid residue types, suggests a dependence on the polar
or charged character of the protein residue. In particular, the
following ranking relationship forτR was observed for crambin,127

plastocyanin,140 and azurin144 according to the chemical char-
acter of the residue:τchargedg τpolar > τnon polar = τbulk (τbulk

being the residence time of bulk water). However, for bovine
pancreatic trypsin inhibitor, such a relationship among polar,
charged and non polar residues was not obeyed.17,109 Finally,
even if the residence times should be, in some way, controlled
by the H-bond network dynamics, a simple correlation between
τR and H-bond average lifetimeτH cannot be found.109,140 It
should be remarked that the residence times around proteins,
assuming a wide range of values, follow a power law distribu-
tion.142,143Such a trend was indicative of the fact that a sort of
temporal disorder characterizes the protein-solvent interface.145

Furthermore, water molecules solvating a protein have
drastically different coordination numbers. Actually, while water
molecules in the protein interior have a coordination number
from zero to three, external water molecules are characterized
by a number from zero to twelve.143

The relaxation trend of the survival time correlation functions,
depending on the mechanisms regulating the protein-solvent
interactions, can provide additional information about the
dynamical character of interfacial water17,127,140The time decays
of the survival time correlation functionCR(t) of water belonging
to layers with a radiusR far from the protein surface are well-
approximated by a single exponential relaxation. On the
contrary, a nonexponential time behavior was recorded as far
as water layers progressively closer to the protein surface are
taken into account. In particular, the relaxationCR(t) of water
in the proximity of the protein surface can be accurately
described by a stretched exponential or a Kohlraush-Williams-

Watts function (KWW):20,122,127,142,146

whereτR provides the time scale over which the process evolves
and gives an estimate of the residence time of waters in the
considered solvent layer; the stretching parameterâ is a
signature of the nonexponential trend of the phenomenon. The
deviation from a single-exponential time behavior increases in
the vicinity of the protein surface (see Figure 4):â values
shifting from the bulk value (about one) up to 0.5 in the first
hydration shell.20,127,142 If we consider that the stretched
exponential functions are commonly used to describe the
relaxation in amorphous, disordered systems,147,148the above-
reported behavior for the survival distribution function may
constitute an additional phenomenological indication of the
glassy character of hydration water. On the other hand, the
appearance of stretched exponentials can be connected to the
spread in the residence time values.149 Indeed, a residence time
distribution, which reflects a heterogeneity in the temporal
behavior of hydration water, might be put into a relationship
with the peculiar relaxation dynamical behavior through a spread
in the barriers of the energy landscape.150,151

All these features suggest that the water dynamical behavior
close to the protein surface appears to be reminiscent of that
observed in protein systems.29,152,153

3.6. Diffusion Coefficient.Water mobility in the proximity
of the protein surface exhibits a wide range of dynamical
behaviors: from very tightly bound water to extremely mobile
water diffusing on the protein surface. A good reporter of this
mobility is represented by the self-diffusion coefficient which
is widely used in both spectroscopic investigations154,155 and
MD simulation approaches84 of liquids.

The self-diffusion coefficientD (or, commonly, the diffusion
coefficient) can be calculated by integration of the unnormalized
velocity autocorrelationCvv(t):

CR(t) ) Ae-t/τR (14)

CR(t) ) Ae-(t/τRs) + Be-(t/τRl) (15)

Figure 4. Semi-log plot of the survival time correlation functionCR-
(t) of hydration water around a hydrated protein by restricting the
analysis to water molecules moving within regions characterized by
different distancesR from the protein surface: dots (R ) 4 Å), squares
(R ) 6 Å), and up triangles (R ) 14 Å). The solid lines are the fitting
curves obtained by eq 16. Adapted from ref 142. The data have been
obtained from a MD simulation by GROMOS, in a canonical ensemble,
of plastocyanin with 3514 water molecules with periodic boundary
conditions; a cutoff radius of 1.4 nm for the electrostatic interactions
has been used. The system has been equilibrated for 100 ps followed
by 1000 ps of data collection.

CR(t) ) Ae-(t/τR)â
(16)

D ) lim
Tcf∞

1
d∫0

TcCvv(t) dt (17)
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whered is the spatial dimension andCvv(t) can be calculated
by

wherevi(t) is the velocity of theith water molecule at the time
t; NW is the number of water molecules, andtrun is the total
time interval.

Alternatively, the solvent mobility is conveniently described
by the diffusion coefficientD related to the slope of the molecule
MSD by the Einstein relationship, which, ind dimensions, is84

where r i(t) and r i(0) are the position vectors of the solvent
moleculei at the timet, and at the timet ) 0, respectively; the
brackets “〈 〉” indicate the average over both the time origint
) 0 and the solvent molecules. The time interval∆t has to be
large compared to the correlation timeτ of the velocity
autocorrelation function, so that any dynamical coherence in
the motion of the molecule has disappeared.156,157Actually, at
very short times (less than approximately 0.2 ps), before the
diffusive regime is established, the MSDs follow a ballistic
regime (∆r2 ∝ t2), followed by a transient period after which
the MSD curves seem to exhibit a linear trend as a function of
time.19,114

Even if the values ofD obtained from the autocorrelation
function and those calculated from the Einstein relation do not
differ by more than the error involved in the calculation ofD,
the latter method is less commonly used to extract theD values
in water-protein systems since it requires to store data with a
higher frequency.158

At a large distance from the protein surface, the bulk value
is generally reproduced for the diffusion coefficient; such a value
depending on the used water potential model. Conversely,
conflicting results are reported forD values close to the protein
surface.16,94,109,110,114,116,118,129Different possible causes might
be invoked to explain such discrepancies. The peculiar interac-
tions of solvent molecules with protein atoms, at the solvent
interface, may introduce some irregularities in the trapping time
of the water molecules. Accordingly, it can be necessary to treat
the diffusion as a local property. In some cases, it was chosen
to calculate the MSDs by restricting the analysis to those water
molecules whose trajectories are confined within a region put
at a limited fixed distance from the protein surface. On such a
basis, the MSDs, and then the average values of the diffusion
coefficient, are determined in radial shells or flat slabs around
the protein.19,20,159 Alternatively, radial profiles of quantities
describing water mobility as a function of the distance from
the protein surface were evaluated.109,110,114,116,118,129,160In this
respect, different criteria to assign water molecules to a given
region were applied. In particular, water molecules were
assigned to a specific hydration layer depending upon their initial
positions irrespectively of their successive behavior118,161 or,
alternatively, only waters that stayed in the same layer during
the period required for the analysis were considered.19,114

The radial profiles ofD as a function of the distance from
the protein surface, as well as the values ofD in radial shells
around the macromolecule, reveal that solvent mobility is
restricted19,110,114,116,118,129or retarded.20,109In particular, a decline
of the diffusion coefficient values from the bulk values is
generally observed as far as the protein surface is ap-

proached,20,94,109,114,116,117,129,162In addition, sometimes an evi-
dence of hypermobile water at an intermediate distance (4-8
Å) from the protein surface was detected;2,94,110,114,116,118,129such
a feature having been hypothesized to arise from simulation
artifacts caused by truncation of the electrostatic interactions.159

Furthermore, an analysis of the local mobility of the solvent
in the various volume elements∆V around specific sites at the
protein surface was conducted.94,115,118A local diffusion coef-
ficient DuVw at each pointruVw of a rectangular grid around the
protein sites, whose cells are characterized by theuVw index,
can be calculated according to118

where the pointr (t) represents the center of a grid cell
surrounding the protein andt2 - t1 is the time interval during
which the water mobility is evaluated; water molecules were
assigned to their particular regions depending upon their initial
positions. It was found that, while the translational motion of
bulk water assumes diffusive characteristics within a picosecond,
a water molecule travelling along the protein surface will
encounter locally changing environments that impose different
rates upon its motion.118 Such a finding can be connected with
the presence of a distribution of the hydration water residence
times in the vicinity of the protein surface (see section 3.5).

Moreover, although there were done many attempts to
investigate the influence of different solute chemical groups on
the mobility of the surrounding solvent and, in particular, how
water diffusion is affected by polar, apolar, charged protein
groups, no definite conclusions were reached2,16,94,115,117and
sometimes conflicting results were obtained.2,16,94 During the
temporal interval required to establish the diffusive regime,
water molecules may visit different protein sites with a different
polar character by affecting the final diffusive values.

To better put into evidence the influence of the protein on
the diffusive properties of hydration water, an analysis of the
anisotropy of the solvent diffusion was done.114,160,161,163,164The
MSD of water molecules can be decoupled into a parallel〈∆r2〉
and a perpendicular〈∆r⊥

2〉 components relative to the protein
surface:

where the〈∆r⊥
2〉’s can be calculated from the displacement,

along the normal, to the protein surface of water oxygen from
the closest protein atom; the〈∆r|

2〉’s can be derived from the
total MSDs. According to eq 19, a decoupling of the diffusion
coefficient into a parallel and a perpendicular component with
respect to the protein surface can be done.114,161,163,164The
diffusion rate perpendicular to the solute surface is found to be
slower in comparison to the overall diffusion, whereas diffusion
parallel to the solute surface is faster; such an effect, progres-
sively decreasing with the distance from the protein macromol-
ecule, disappears at about 15 Å from the solute.114,161,163,164The
relative increase in the parallel component ofD can be viewed
as a consequence of the equipartition of energy principle.161

The anisotropy in the diffusive dynamics of water, confirmed
by experimental results,154,155 might be connected to the
structural organization of the water molecules at the protein-
solvent interface resulting into a preferential orientation of the
water electric dipole with respect to the normal to the protein
surface (see also the section 3.8). On the other hand, we remark
that fast diffusion along the protein surface could accelerate the

Cvv(t) )
1

NW
∑
i)1

NW 1

trun - t
∫0

Tcvi(t + τ)vi(τ) dτ (18)

D ) 1
2d

lim
∆tf∞

〈|r i(t) - r i(0)|2〉
∆t

) 1
2d

lim
∆tf∞

〈∆r2〉
∆t

(19)

DuVw ) 1
6(t2 - t1)

(〈|r (t2) - r (0)|2 - |r (t1) - r (0)|2〉) (20)

〈∆r2〉 ) 〈∆r|
2〉 + 〈∆r⊥

2〉 (21)
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migration of the substrate and then result into an enhancement
of the rate of binding to the active site.111,163

3.7. Anomalous Diffusion.An additional possible cause for
the discrepancies observed in the water diffusion coefficient
values, at the protein-solvent interface, is the occurrence of
anomalous diffusion. Indeed, the use of the Einstein relationship
(eq 19) for the determination ofD presumes a linear increase
of the diffusing particle MSD with time. This condition, which
is usually fulfilled for most homogeneous isotropic three-
dimensional liquids on time scales longer than a few picosec-
onds, does not hold for water molecules diffusing around a
protein.19 Actually, a sublinear trend was detected for the MSDs
of water molecules moving close to the plastocyanin surface.
After the break from the ballistic regime, the〈∆r2〉’s follow
the law19,163

where theR exponent results to be smaller than one.19 Such a
trend can be easily visualized in the log-log plot resulting into
linear behavior in time (see Figure 5). In addition, as long as
larger distances from the protein surface are taken into account,
theR exponent is found to approach to one19,142(see theR values
in Figure 5). Generally, deviations of theR exponent from 1 is
indicative of anomalous diffusion. Occurrence of anomalous
diffusion in the proximity of the protein surface was experi-
mentally confirmed by neutron scattering on hydration water
around myoglobin.60

In the presence of anomalous diffusion, the slope of〈∆r2〉
changes with time, and an evaluation ofD by means of eq 19
could lead both to an incorrect andt-dependent value forD.
This fact might be at the origin of the numerous discrepancies
found in the water diffusion coefficient evaluations, especially
when an analysis ofD as a function of the distance from the
protein is performed.16,94,109,110,114,118,129In this context, some
caution was suggested in the use of the self-diffusion coefficient
to characterize the water dynamics in protein systems.19

Alternatively, an effective diffusion coefficientDeff, depending
on the travelled distance, can be introduced:165

Such an equation can provide a more reliable way to quantify,
in the temporal window of interest, the water local mobility
around a protein macromolecule.

The occurrence of anomalous diffusion in protein hydration
water is indicative of the peculiar protein-solvent interactions
and of their influence on the water dynamics. Normal diffusion,
which arises from Brownian motion, can be described by a
Gaussian shape for the probability distribution, or propagator
P(r,t), of finding a tagged particle inr at the timet, when starting
at the origin att ) 0, is given by

whered is the dimensionality of the spatial region in which the
diffusion process occurs andD is the diffusion coefficient of
the particles. A Gaussian propagator results into the well-known
Einstein relationship (see eq 19).166 Particles diffusing on a
heterogeneous surface may experience a large variety of
different interactions which could result into a sort of spatial
and temporal disorder; such a heterogeneity could give rise to
deviations from a Gaussian propagator and, consequently, eq
19 cannot be longer valid.

As already mentioned, the SAS of many different globular
proteins is reminiscent of fractal surfaces with a dimension larger
than 2.111,112Accordingly, solvent diffusion on a protein surfaces
may be affected by the spatial disorder as due to the protein
roughness. The diffusive process can be then described by a
non- Gaussian propagatorP(r,t):142,166

whereds is the spectral dimensionality of the fractal surface
related to the connectivity of the structure;167 ê ) rt-ds/2df is the
scaling variable assumed to be greater than one, anddf is the
fractal dimensionality of the surface;â andγ depend on thedf

andds.54,166In this framework, the long-time limit MSD can be
expressed by

Generally, since values between 1 and 2 are obtained for the
spectral dimensionalityds of protein145 and values larger than
2 for df, it comes out thatds/df ) R < 1, and then subdiffusion
takes place. In other words, the occurrence of anomalous
diffusion for the protein hydration water could be traced back
to the roughness, or self-similarity, of the protein surface.

It can be demonstrated that a similar result can be also
explained if a temporal disorder is taken into account. In short,
the different interactions at the protein-solvent interface could
modulate the times that water molecules spend at the various
protein hydration sites. This finds a correspondence with the
observed spread of the residence times.17,124 Therefore, the
propagator results to be non-Gaussian166 and the MSD’s can
be expressed by142,166

whereµ is a parameter related to the time distribution;142,166

subdiffusion being obtained forµ values smaller than 2. A
confirmation to the temporal disorder picture comes from the
observation that the distribution of the water residence times
around a protein macromolecule follows a power lawψ ∼ 1/tµ

Figure 5. Mean square displacements of water molecules versus time
around a fully hydrated plastocyanin by restricting the analysis to water
molecules moving within regions characterized by different distances
R from the protein surface:R ) 4 Å (solid line),R ) 6 Å (dot-dashed
line) andR) 14 Å (dotted line). Each curve was obtained by averaging
over 20 different time origins and over the corresponding water
ensemble. The values ofR reported in figure were extracted by a fit of
the curves, in the time interval from 1 to 10 ps, according to eq 22.
The heavy line indicates a trend of〈∆r2〉 as∼t1. Inset: mean square
displacements for the same water ensemble in the time interval 0.1-
100 ps. Adapted from ref 142.

〈∆r2〉 = tR (22)

Deff )
d〈∆r2〉

dt
= 〈∆r2〉(R-1)/R (23)

P(r,t) ) ( 1
4πDt)

d/2
e(-dr2/2Dt) (24)

P(r,t) ) t-ds/2êâe-a1êγ (25)

〈∆r2〉 ∼ tds/df (26)

〈∆r2〉 ∼ tµ-1 (27)

Feature Article J. Phys. Chem. B, Vol. 106, No. 26, 20026625



with a value for theµ exponent consistent with that extracted
from eq 27145 as expected from the related model.166

Generally, the occurrence of anomalous diffusion in hydration
water, arising from the peculiar interactions between the
biomolecule and the solvent, can be traced back to a topological
and temporal disorder closely reminiscent of an amorphous
state.60,145 Anomalous diffusion, which constitutes a recurrent
phenomenon appearing in diffusional controlled biological
reactions19,168 could play a crucial role in regulating the
biological functionality.

3.8. Water Orientation and Rotational Diffusion. The
orientation of water molecules at the interface can be described
by the angleθ between the electrical dipole vectorµ (defined
as the vector pointing from the water oxygen to the middle point
between the two hydrogen atoms) and the radius vectorn (from
the center of mass of the protein to the oxygen in the water
molecule) (see inset of Figure 6). The distribution of cosθ of
the water molecule around a protein macromolecule revealed
that, while at large distances from the protein surface, all the
orientations of dipoles are equally probable, close to the protein
surface the electric dipole is preferentially oriented (see as an
example Figure 6). In particular, it was found that in the
innermost hydration layer of protein with a negative charge there
was a preferential orientation of the dipole vector toward the
protein surface,114,163such a preference being slightly preserved
in the next layer. This finding could be related to the observed
anisotropy in the water diffusion around proteins.163

Additional information about the influence of the peculiar
interactions between the protein and the solvent on the diffusive
properties of hydration water can arise from the study of the
rotational diffusion of water. The reorientational dynamics of
the water electrical dipoleµ can be analyzed by means of the
autocorrelation functionsΓl defined as20,114,142,169

wherePl are the Legendre polynomials of the orderl andµ̂(t)
is the unit vector along the molecular dipole axis at timet; the
brackets “〈 〉” indicate a time average. The first and the second
Legendre polynomials are usually investigated; the first order
can be related to the properties as derived by infrared spectros-
copy, while the second one reflects quadrupolar properties that
can be investigated by NMR.20

The relaxation of rotational correlation functions of protein
hydration water was described by two exponential functions:
114,116

where τla and τlb are the relaxation orientation times. This
trend may be interpreted as arising from two processes: a fast
one which accounts for the spatially restricted motion due to
librational modes and another involving a rearrangement of
the neighboring molecules.20,116An analysis of the behavior of
Γ1 andΓ2 showed that the reorientation diffusion appears to be
retarded, with respect to bulk water, for molecules moving in
the proximity of the protein surface. Such an effect was
attributed to the stronger solvent-solute interactions with
respect to those of water molecules farther from the macro-
molecule.142 In addition, the relaxation ofΓ2 occurs on a
significantly faster time scale in comparison withΓ1 (see, as
an example, Figure 7).

According to what obtained for the survival time probability
function, a much insightful description of the rotational relax-
ations was obtained by using stretched exponentials:20,142

whereâ is the stretched parameter andτl is the orientational
time. Also in this case, a deviation from a simple exponential
behavior appears to be more marked in the vicinity of the protein
surface, withâ values ranging from 0.5 to 0.8 being ob-
served.20,142In addition, orientational times from 2 to 10 ps were
detected.20,142

The occurrence of stretched exponential was put into relation-
ship, in analogy with what done for the residence time
relaxations (see section 3.5), to a power law distribution of the
orientational relaxation times.20 This suggests that the mecha-
nisms which govern the rotations could be strictly connected
to those regulating the other dynamical processes at protein-
solvent interface.

In this respect, some considerations about a possible coupling
between the translational and the rotational motions were put
forward. Indeed, while for normal liquids the translational and
the rotational motions are practically independent, a coupling,
depending on the spatial extension of the analysis, appears for

Figure 6. Distribution of cosine of the angleθ, between the normal
(n) to the protein surface and the water electric dipole (µ) for water
molecules whose oxygen atom is within 4 Å from the protein surface
(continuous line) and within a region localized at a distance between
10 and 14 Å from the protein surface (dashed line). The water electric
dipoleµ is assumed to point from the oxygen atom to the center of the
line joining the hydrogen atoms (see inset). Adapted from ref 142.

Γl(t) ) 〈Pl(µ̂(0) ‚ µ̂(t))〉 (28)

Figure 7. Rotational reorientation of the water molecule forl ) 1. by
restricting the analysis to water dipole direction molecules moving
within regions characterized by different distancesR from the protein
surface: R ) 4 Å (solid line),R ) 6 Å (dot-dashed line), andR ) 14
Å (dotted line). Inset: Rotational reorientation of the water molecule
dipole direction forl ) 2. Adapted from ref 142.

Γl(t) ) Ae-(t/τla) + Be-(t/τlb) (29)

Γl(t) ) Ae-(t/τl)â
(30)
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supercooled liquids.170,171For protein systems, the rototransla-
tional properties of the solvent around the protein might be
strictly related to the capability of the substrate to reach and to
correctly match the active site.

3.9. Dynamical Structure Factor. MD simulations can be
very useful to calculate additional quantities relevant to the
monitoring of the dynamical behaviors of protein systems, such
as their dynamical structure factors and their intermediate
scattering functions. These quantities have the additional
advantage to be compared with those derived from neutron, or
even Raman, scattering data. In this respect, we remark that
the combination of neutron scattering and MD simulation is a
powerful tool to investigate protein systems since both these
approaches provide one with information covering the same
spatial and temporal window.172,173

Generally, neutron scattering experiments measure the total
dynamics structure factorStot(q,ω), whereq is the exchanged
momentum andpω is the exchanged energy.174 Such a quantity
is the sum of a coherent contributionScoh(q,ω), arising from
interference effects due to the correlations in the positions of
different atoms, and an incoherent contributionSinc(q,ω), related
to the self-correlation in the atomic positions.175 The incoherent
scattering of hydrogens, an order of magnitude larger than those
of the other atoms, dominates the spectra profiles of protein
systems.172 The incoherent dynamical structure factorSinc(q,ω)
is proportional to the space-time Fourier transform of the self-
correlation function, or Van Hove function,g(r ,t):172

whereg(r ,t) is given by

where the sum is performed over the numberN of hydrogens
in the system,r is a position vector,Ri(t) is the position vector
of the ith atom at timet, and the brackets “〈 〉”denote an average
over time origins.

The incoherent dynamical structure factorSinc(q,ν) can be
generally interpreted in terms of three main components, i.e.,
the elastic, giving information about the self-probability distri-
butions of hydrogens, the quasielastic, related to the diffusive
motions, and the inelastic one, providing information about
vibrations; the relative intensity among these components
depending on the temperature. From a qualitative point of view,
the MD simulated Sinc(q,ω) well reproduces the features
observed in the experimental dynamical structure factor.63,67By
MD simulation, a particular attention was focused on the
inelastic components ofSinc(q,ν).63,67 Analysis of theSinc(q,ν)
(where q denotes the modulus ofq), as derived by MD
simulation, of protein hydration water revealed (see Figure 8)
that at temperatures up to 180 K a broad inelastic bump appears
well visible in the low-frequency region, peaking at about 1.3
meV.62,63By increasing the temperature, this peak becomes less
and less distinct due to the raising intensity of the quasielastic
contribution. The observed peak represents an excess of
vibrational states over the flat Debye level. Actually, the
frequency dependence of the dynamical structure factor in the
inelastic region can be cast in the form∼1/νn(ν,T)g(ν), where
n(ν,T) is the Bose factor andg(ν) is the density of states. In the
Debye approximation and at low frequency,g(ν) turns out to

be proportional toν2 and n(ν,T) ) [e(hν/kbT) - 1]-1 can be
approximated bykBT/hν; accordingly, a constant trend as a
function of frequency is expected for the dynamical structure
factor. Indeed, the presence of this peak, commonly called boson
peak, can be also visualized, below 200 K, in the density of
states.65 Under the assumption that the short time behavior of
hydration water can be described as independent harmonic
oscillators (oscillatory motion in the cage formed by its
neighbors), the density of statesg(ν) of hydration water can be
computed as the Fourier transformation of the velocity auto-
correlation functionCvv(t) (see eq 18):

The velocity autocorrelation functionCvv(t), which displays
damped oscillations typical of liquid water, decays to zero within
a short time (less than 0.5 ps).62,63The density of states of protein
hydration water shows a small peak assigned to translational
motion at 6 meV and a more pronounced broad librational peak
centered at about 50 meV.63,142 In addition, it reveals a bump
at about 1.3 meV for temperatures below 180 K, while at
higher temperatures (between 220 and 300 K), a Debye-like
behavior is registered in the low-frequency region (see inset of
Figure 8).

An additional interesting quantity related to the hydration
water60 is the imaginary part of the dynamical susceptibility
ø′′(q,ω) ) νSi(q,ω). Such a quantity provides information on
diffusive motions over a broad frequency range that cannot be
revealed in theSinc(q,ν) representation. Generally,ø′′(q,ω)
exhibits, at 100 K, four principal peaks (see Figure 9): the water
vibrational one near 60 meV, a translational intermediate peak
approximately at 24 meV, a broad translational peak at 4 meV,
and the slow motion peak (R peak) at very low frequencies.62,63

A slight dependence on temperature characterizes the behavior
of the dynamical susceptibility in the high energy region (> 1
meV); a small downward shift of the peaks being registered as
the temperature increases. On the contrary, a strong dependence
on T occurs in the lowest energy region, as it can be especially
inferred from the large variability of the lowest frequency
minimum. The MD calculatedø′′ of protein hydration water

Sinc(q,ω) ) 1
2π ∫-∞

+∞
e(-iωt) dt ∫-∞

+∞
g(r ,t)e-iq‚r dr (31)

g(r ,t) )
1

N
∑
i)1

N

〈δ[r + Ri(0) - Ri(t)]〉 (32)

Figure 8. Incoherent dynamical structure factorSinc(q,ν) of protein
hydration water at a fixedq value (q ) 2 Å-1). The temperatures are
100, 150, 180, 200, 220K, 260, and 300 K from bottom to top. Inset:
Density of states (see eq 33) divided byν2, as a function of energy, at
100 K (white circles), 180 K (black circles), 200 (black squares), and
220 K (white squares). Solid lines are a guide to eye. Adapted from
ref 54.

g(ν) ) 1
2π ∫-∞

∞
Cvv(t)e

(-iωt) dt (33)
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around different proteins62,63 results in a good qualitative
agreement with that measured by neutron scattering for water
around myoglobin60 (see inset of Figure 9). All the four peaks
observed by MD simulation are also registered in the experi-
mental ø′′ of myoglobin hydration water even if at slightly
different positions.60

It is worth of note that the existence of the boson peak in the
protein hydration water was first predicted by MD simulation62

and, subsequently, confirmed by neutron scattering measure-
ments.69 Notably, a similar vibrational anomaly was also
detected in supercooled water confined in a pore of Vycor
glass.176 Furthermore, it should be remarked that the MD
simulated boson peak was found at an energy (1.3 meV) lower
with respect to the experimental one (about 3 meV). Such a
discrepancy can be overcome if the Ewald summation to treat
the long range interactions is introduced,177 or alternatively, if
a few proteins are inserted in a monoclinic cell filled by water
molecules,178 notably, both the approaches taking into account
for intermolecular interactions.

Such a vibrational anomaly, whose origin is still debated, is
a feature shared by many glassy systems38,179 and generally
attributed to the topological disorder of the systems.64 It might
originate from structural correlations over an intermediate range
scale, associated with localized excitations. The appearance of
such an inelastic feature in protein hydration water is particularly
relevant in connection with the fact that a similar vibrational
anomaly was also detected in several globular proteins by both
experimental investigations67,180,181and MD simulation.63,67,182

Indeed, the simultaneous presence of a boson peak in the protein
and in the hydration water, occurring at similar energies was
suggested to reflect an extensive dynamical coupling between
the protein and the hydration solvent. The intimate dynamical
exchange between the solvent-exposed protein residues and the
water molecules could be at the origin of the peculiar spectral
features of both the systems. Such a picture finds a cor-
respondence with the possibility, already mentioned, that the
solvent water could “inject” its dynamics into the protein side
chains.35

3.10. Intermediate Scattering Function.In the temporal
domain, additional information about the water dynamical
behavior can be inferred by the incoherent intermediate scat-

tering function,I inc(q,t) given by the spatial Fourier transform
of the self-correlation functiong(r ,t):62,172,173,182

which, by eq 32, leads to

where the brackets “〈 〉” denote an average over time origins.
I inc(q,t) can be directly calculated from the MD trajectories of
the water oxygen atoms through the relationship

where N is the total number of water atoms in the sample and
the brackets “〈 〉” denote an average over both the time origin
and the exchanged momentaq having the same modulusq to
take into account anisotropic effects. Usually, the slowly
decaying tail ofI inc(q,ν) is multiplied by a Gaussian damping
envelope to overcome spurious effects due to truncation.173

First we note that at low temperatures, slight oscillations, well-
distinct from the noise background, can be observed in theI inc-
(q,t) curves (see as an example Figure 10). Such an effect was
recently interpreted as a time domain manifestation of the boson
peak,183 even if a great caution was suggested in attributing a
physical relevance to such a kind of oscillations; they could
originate from some simulations artifacts such as a finite size
effect arising from a disturbance that propagates through the
system leaving and reentering the boundaries of the periodic
box at the sound velocity.184

The temperature dependence of theI inc(q,t) related to the
hydration water close to the protein surface reveals a two-step
decay (see as an example Figure 10).54,63The fast relaxation is
distinctly separated from the slow one by a plateau,54 such a
distinction becoming progressively less evident as the temper-
ature increases. It is interesting to observe that the time scale
of the initial decay was found to strongly depend on the water
model: for the TIP3P model it 10 times faster with respect to
the SPC/E.63

The two-step decay can be put into relationship to a dephasing
of librational-translational modes and slow diffusive displace-

Figure 9. Calculated dynamical susceptibilityø′′(q,ν), of hydration
water around plastocyanin forq ) 2Å-1, at T ) 100 K (white circle),
200 K (black circle), and 300 K (white triangle). Inset: experimental
dynamical susceptibility of myoglobin at 270 K (white circle) and at
180 K (black circle) (data from ref 60. Adapted from ref 62.

Figure 10. Intermediate scattering functionIs(q,t), as a function of
time, of water oxygens around plastocyanin, at a fixedq value (q ) 2
Å-1) for different temperatures: 100, 150, 180, 200, 220, 240, 250,
280, and 300 K from top to bottom. All the curves have been normalized
to 1 at t ) 0. Adapted from ref 54.

I inc(q,t) ) 1
2π ∫-∞

+∞
g(r ,t)e-iq‚r dr (34)

I inc(q,t) )
1

N
∑
i)1

N

〈eiq‚Ri(t)e-iq‚Ri(0)〉 (35)

I inc(q,t) )
1

3N
∑
i)1

N

〈e{iq‚[Ri(t)-Ri(0)]}〉 (36)
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ments,60,63 in agreement with what suggested for supercooled
bulk water.170 In addition, the long time decay of the hydration
water I inc(q,t) appears to be nonexponential,54,63 in agreement
with what observed in the experimental data,60 and matches a
KWW function:

where τrelax is the relaxation time andâ is the stretched
parameter, with the deviation ofâ from 1 becoming more
marked as the temperature is increased.54,63

The features of theI inc(q,t) are generally ascribed to a spatial
or temporal inhomogeneities in the water diffusion54,60and could
be interpreted, in analogy with what was done for supercooled
bulk water,55,170in the framework of the MCT.61 MCT describes
the glass transition by taking into account for microscopic
density fluctuations in the disordered systems61 and considers
a cage effect associated with a transient trapping of molecules
on lowering the temperature or increasing the density. At low
temperature, the molecules are trapped in a cage formed by the
nearest neighbors.61 In our case, the water molecule can be
rattling in the cage until it reaches a sufficient energy to
overcome the energy barrier or to find a vacancy outside the
cage:185 such a hopping process of a single molecule requires a
simultaneous rearrangement of a large number of particles
surrounding it. In this framework, fast dynamical processes,
usually calledâ relaxations, involve single particle dynamics
in the cage formed by the neighboring particles, while the slow
ones, orR relaxations, are related to a collective diffusive
translation motion beyond the confines of the cage, with fast
motions being assumed to be precursor of the slower, collective
motions. Such a picture can also provide a ground to interpret
the occurrence of anomalous diffusion in the hydration water.
Actually, the correlation in the motion of diffusing particles, as
connected to escape from the cage, may result into a subdiffusive
behavior,60,145and remarkably, it can also provide a consistent
scenario to describe the short and the long temporal behavior
of protein dynamics.53

3.11. Potential Energy Fluctuations.The temporal evolution
of the hydration water potential energyEp(t) generally reveals
fluctuations over a wide range of time scale which may reflect
the peculiar features of the dynamics (see, as an example, Figure
11). Information about these fluctuations can be obtained by
the power spectra ofEp(t) as calculated by the Fourier transform
of the potential energy autocorrelation function:70

Alternatively, the fluctuations in the potential energy can be
analyzed by calculating other quantities such as, for instance,
the fractal dimension.186

It has been shown that the power spectrumS(f) of protein
hydration water exhibits a power law:S(f) ) 1/f R;70 the R
exponent, generally assuming values around 1 (see upper right
inset of Figure 11), may depend on the time interval length used
for the analysis.187 Notably, aS(f) ) 1/f R, or flickering, noise,
was also detected in the potential energy of bulk water.188

Generally, the presence of 1/f noise, so far observed in a wide
variety of different phenomena ranging from physical to
biological and social systems, can be hypothesized to be a sort
of signature, in the temporal domain, of the complexity of such
systems.189,190In particular, the occurrence ofS(f) ) 1/f R noise
might arise from the existence of multiple time scales.79,189Such
a picture finds a correspondence with the power law distribution
observed for the residence times of hydration water.142However,

we remark that the presence of 1/f R noise in the protein
hydration water is particularly relevant in connection with the
fact that the same feature is observed in the potential energy of
a protein macromolecule.70 Actually, a 1/f R noise, with the same
R exponent detected for the surrounding water, was observed
in the potential energy of the plastocyanin (see upper left inset
of Figure 11).

Generally, the presence of 1/f R noise can be put into a
relationship with the existence in the potential energy landscape
of many local minima, separated by unequal barriers, and
possibly organized in a hierarchical way, leading to a modulation
of the times the system spends in the various states.70,72,152

Furthermore, since it was suggested that theS(f) ) 1/f R noise
is related to density of states,71 the possibility that such a
phenomenon might be connected to the anomalies observed in
the vibrational features in protein systems, e.g., to the boson
peak, should be taken into account.

4. Discussion and Future Outlook

Hydration water around a protein macromolecule exhibits
dynamical properties markedly deviating from those of bulk. It
is of a huge interest to elucidate the mechanisms responsible in
determining the peculiar features of the hydration water in the
proximity of the protein surface and if these mechanisms could
play some role in regulating the protein dynamics and func-
tionality.

The reported overview on the dynamical behavior of the
aqueous solvent around globular proteins reveals that the
relaxation properties of hydration water significantly deviate
from a simple exponential: a stretched exponential providing
a well description for the temporal evolution of these quantities.
In particular, the relaxation of the survival probability function,
of the intermediate scattering function and of the orientational
rotational function follow a KWW function: the departure from
the exponential decay appearing much more evident as far as
water molecules close to the protein surface are taken into

I inc(q,t) ) Ae-(t/τrelax)â
(37)

S(f) ) ∫〈Ep(0)Ep(t)〉e
2πift dt (38)

Figure 11. Fluctuations of the total potential energy, at a time
resolution of 0.1 ps, along a 0-1100 ps MD trajectory for 3514 SPC/E
water molecules around fully hydrated plastocyanin. Upper right
inset: power spectrum of the total potential energy for hydration water
around plastocyanin. Upper left inset: power spectrum of the total
potential energy for the plastocyanin macromolecule. In both the cases,
the power spectrum was calculated by eq 38 where the integration was
restricted to a time interval corresponding to one-half of the equilibrated
trajectory length (500 ps). Dashed line are the best-fit curves of the
power spectra by a 1/f R expression; the extractedR values are reported.
Adapted from ref 70. The data have been obtained from a MD
simulation by GROMOS by using periodic boundary conditions and a
cutoff radius of 1.4 nm for the electrostatic interactions.
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account. Such a relaxation behavior is closely reminiscent of
that observed in other disordered, amorphous systems (e.g. in
supercooled liquids55 and in liquids with a restricted dynam-
ics190) and it can be interpreted in the framework of MCT.60,145

In addition, it is remarkable that water surrounding a protein
macromolecule might be an appropriate model to experimentally
investigate the glassy behavior of water whose study in the bulk
supercooled state can be extremely difficult.191

A further evidence to the glassy character of hydration water
comes from the appearance, at low energy, of an excess of
vibrational modes, the boson peak: such a vibrational anomaly,
whose origin is still under investigation, is generally assumed
to be a fingerprint for the amorphous state. In addition, we have
seen that the anomalies in the water diffusive properties can be
traced back to a disordered state of hydration water, possibly
arising from the roughness of the protein SAS, and/or from the
peculiar features of protein dynamics.60,145

These results lead to hypothesize that the presence of the
biomolecule induces, on the surrounding solvent, a glass-like
character, which can strictly mimic the features observed on
bulk water by lowering the temperature. A convenient frame-
work for interpreting the topological and dynamical properties
of amorphous systems is generally offered by the energy
landscape paradigm; such an approach represents a valuable
perspective also to describe the dynamics of the protein
hydration water. The sampling of the nearly isoenergetic local
minima, during the dynamical evolution, strongly dependent on
temperature, determines the peculiar dynamical properties of
these systems.192 In particular, it may be responsible for the
multiple-time-scale processes which were demonstrated to be
at the origin of the stretched exponential decay,192 and in
addition, it could be also invoked to explain the appearance of
1/f R noise, a sort of signature of complexity in the temporal
domain.193 In this connection, it is rewarding to recall that the
protein dynamics shows a glass-like behavior;40 e.g., the
substrate rebinding kinetics in myoglobin, deviating from an
exponential decay, follows a stretched exponential or a power
law.31 Furthermore, protein dynamics reveals liquid-like features
that can be also interpreted in the framework of the MCT.53 In
addition, the dynamical transition, connected to the onset of
anharmonic motions, at which proteins undergo when the
temperature is increased, is reminiscent of a glassy transition.40

Accordingly, it was assumed the existence of a huge amount
of nearly isoenergetic local minima, called CS, in the energy
landscape.26 Such a picture can also provide a framework to
interpret other complex aspects appearing in protein systems,
e.g., the 1/f R noise,152 as well as the inhomogeneous broadening
observed in the spectral lines detected in many studies on protein
samples.194-196 Indeed, such an inhomogeneous broadening can
be interpreted in terms of a superposition of slightly different
signals possibly arising from macromolecules arranged in
different CS.194-196On the other hand, the detection of an excess
of vibrational modes, at low frequency, in proteins represents a
further evidence for their amorphous character.67,181The pres-
ence of the boson peak in proteins is particularly intriguing in
connection with the simultaneous appearance of a similar
spectral feature, and located at the same energy, in the
surrounding hydration water. All the above-mentioned observa-
tions can be reconcilied under the assumption that both the
protein and the surrounding aqueous solvent are complex
systems, closely similar to glasses, whose energy landscapes
are characterized by a multivalley profile with many minima
continuously explored during their dynamical evolution. An
intriguing open question is represented by the interplay between

the protein and solvent complexity. In particular, we wonder if
the glass-like behavior, exhibited by both the protein and the
solvent, is a coincidence or it may reflect a deeper coupling,
with possible implications for the biological functionality. More
generally, a theoretical approach to quantitatively describe the
interplay between the protein and the solvent dynamics, should
be developed. A complete elucidation of such an interplay,
which was subject of many speculations,1,2,6,197 may have a
substantial impact on the understanding of both the protein and
the hydration water.

As it was already remarked, many indications suggest a sort
of coupling between the protein and the surrounding solvent
dynamics, e.g., the simultaneous appearance, in both the protein
and the hydration water, of the boson peak at the same energy,
and of 1/f R noise, with the sameR exponent. On the other hand,
the fact that the solvent-exposed lateral chains of the protein
exhibit a relaxation trend similar to that observed in the
hydration water, and describable in the same theoretical
framework, seems to point toward a strong reciprocal dynamical
influence.

A possible viewpoint to interpret the protein-solvent dy-
namical coupling is represented by the description of a protein
system in terms an open Newtonian system (the protein) coupled
to a stochastic system (the solvent);198 the collision between
protein and solvent atoms may regulate the diffusion of the
biomolecule in the multivalley configuration space of the energy
landscape. This finds a correspondence with the picture for
which the solvent acts as a plasticizer of the protein motions
by injecting its dynamics into the macromolecule possibly
through the continuous forming and breaking of hydrogen bonds
involving the flexible lateral chains.33

Alternatively, we can speculate about the possibility that the
protein and the solvent should be conceived as a single entity
with an unique rough energy landscape. The drastic changes
observed in the protein dynamics, as induced by variations in
the hydration level, can be seen in terms of the solvent ability
to modulate the energy barriers between the protein CS. In other
words, we suggest not only that the protein dynamics is “slaved”
to the solvent, but the very topological structure of the protein
energy landscape could be deeply altered by the spatial
organization, as well as by the dynamical behavior of the
hydration water.

At the present, it comes out that the protein macromolecule
induces a disordered state in the surrounding aqueous solvent
that, in turn, is able to control and to regulate the dynamics of
the macromolecule itself and, then, the biological functionality.
There is a number of interesting open questions related to the
protein-solvent interplay, to which MD simulations can give
appropriate answers even by performing ad hoc simulated
experiments.

A substantial improvement of our knowledge of protein
systems should imply a careful analysis of the energy land-
scapes. In particular, a quantitative description of the energy
landscape topography of both the hydration and the macromol-
ecule is required:199,200such an aspect can be of utmost relevance
also to elucidate the folding process.199 Then, according to what
recently invoked for glasses,192 the energy landscape topographic
features of the analyzed system are to be directly connected to
quantities which can be easily measured. On such a basis, the
effects as induced by a modulation of the physico-chemical
properties of the surrounding solvent might be clarified.

Other fundamental problems concerning the interplay between
the protein and the solvent dynamics, can be afforded by
focusing the attention to correlated motions between the protein
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and the solvent. In this respect, a suitable tool is represented
by the calculation of the spatio-temporal correlations between
specific atoms or groups of atoms and water molecules. Such a
kind of analysis, whose potentialities are definitely underex-
ploited, might provide useful information to quantitatively
elucidate how the solvent dynamics regulates the protein
motions. It could also allow ones to investigate the role of fast
stochastic solvent motions on the coherent, collective, and
macromolecular motions.

Another open question is that related to the contribution to
the boson peak from the each protein atom and the interplay
on such a vibrational anomaly. In particular, it could be
extremely useful to single out the contribution to the boson peak
arising from protein atoms characterized by a different exposure
to the external solvent. The elucidation of such an aspect could
help ones to understand the role played by the solvent in the
protein vibrational anomalies as well as in the macromolecular
collective motions. At the same time, the analysis of the boson
peak in protein systems, allowing ones to focus the attention to
the different classes of atoms, could offer the possibility to afford
the unresolved aspects about the physical origin of such a
peculiar features in amorphous systems.

Finally, the evidence that the macromolecule can deeply affect
the water diffusive properties is extremely intriguing in con-
nection with the fact that the surrounding solvent plays a crucial
role in many biological processes. The possibility that the
anomalous diffusion of hydration water might be related to some
mechanisms regulating the biological activity, should be taken
into account. For example, it could promote the substrate capture
from the bulk, or it could determine a substantial improvement
of the exploration of the protein surface from the substrate.111,145

In this connection, we can speculate about the possibility that
only amino acidic sequences giving rise to particular surface
features that are able to yield effective diffusive properties, might
be selected by evolution to perform biological functions.
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