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Abstract
The neutron scattering technique is a relevant tool for studying the dynamical
properties of electron transfer proteins. Macromolecular motions ranging in
wide temporal and spatial windows can be investigated by separately analysing
elastic, inelastic and quasielastic incoherent neutron scattering. The dynamical
behaviour of the solvent surrounding a macromolecule can also be analysed.
Neutron scattering is particularly rewarding when used in combination with
molecular dynamics simulations. From the simulated atomic trajectories,
physical quantities directly related to the neutron scattering technique can
be calculated and compared with the corresponding experimental data. This
article briefly introduces both the neutron scattering and molecular dynamics
simulation methods applied to proteins, and reviews the biophysical studies of
some electron transfer proteins. Both experimental and molecular dynamics
results for these proteins and the surrounding solvent are also discussed in
connection with their electron transfer properties. Possible developments are
briefly outlined.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

Electron transfer (ET) is an integral part of many biological processes, mediated by a specific
class of proteins, such as storage and energy consummation and photosynthesis. ET proteins
carry or shuttle electrons between a donor and an acceptor [1, 2]. Although ET is inherently
an electronic process, i.e. a transition between two electron states, it is facilitated by nuclear
motions in the protein and the surrounding solvent [3]. In the framework of the Marcus theory,
the environment degrees of freedom coupled to the ET reaction are divided into two groups [1]:
the inner sphere coordinates which are intramolecular vibrational modes at the active site, and
a single outer sphere classical collective coordinate, which describes the rearrangement of
the remaining degrees of freedom. Accordingly, the overall protein dynamics contributes to
determining and regulating the peculiar ET process occurring at the active site. Protein motions
might yield a fine tuning of the ET process through a modulation of the structural parameters
of the redox centre. Indeed, in ET copper proteins, small movements of protein residues near
the reaction centre finely modulate the value of the redox potential of the ET reaction. Also
movements of protein atoms far from the copper site could be relevant to allow the electron to
travel a long distance from the docking site to the metal centre [3]. Conformational changes in
proteins involve the vibrational normal modes of the macromolecule [4]. There are thousands
of modes ranging from high frequency well-defined localized modes to very low frequency
delocalized modes. In ET proteins, these delocalized, collective modes could regulate the
partner recognition as well as the binding process [5, 6]; such a process being supported by the
macromolecular structure, specifically tailored to perform and regulate the specific functional
role.

Furthermore, the solvent dynamics, strictly coupled to the protein motions [7–9] can
strongly affect the ET properties [3]. A threshold level of hydration of about 0.40 g of water/g
of protein, approximatively corresponding to a layer of water at the protein surface, is at least
required to fully activate the dynamics and functionality of globular proteins [10–13]. A full
understanding of the protein dynamics as well as of its coupling to the solvent, represents an
essential step to fully clarify the mechanisms operating within ET biomolecules.

ET proteins share with other biomolecules a very complex structure which is
reflected in a huge variety of motions. Generally, several techniques such as x-ray
diffraction [14], Mössbauer [15, 16], optical [17], Raman scattering [18, 19], magnetic
resonance spectroscopies [20, 21], and neutron scattering [22, 23], preferentially at different
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temperatures, have been applied to describe the dynamical behaviour of proteins; each
technique providing information within a peculiar spatial and temporal window. Neutron
scattering, by measuring the exchange of energy and momentum between the neutrons and
the biomolecule sample, gives a description of protein motions in the pico- and nanosecond
timescales, over lengths in the 0.1–100 Å region, probing both vibrational and diffusive
motions.

Neutron scattering has two components: an incoherent one, which arises from self-
correlations in atomic motions, and a coherent one which arises from self- and cross-correlation
in the atomic positions [22]. Neutron scattering of proteins is generally dominated by the
strong incoherent contribution from protons which, being uniformly distributed within the
whole macromolecule, can monitor the overall protein dynamics. Isotopic contrast can be
employed to improve neutron scattering results. By exploiting the large difference in the
neutron scattering cross section of deuterium (D) and hydrogen (H) isotopes, the dynamical
behaviour of the protein or that of the solvent can be singled out by analysing a protein hydrated
with D2O or a deuterated protein hydrated by H2O [24]. However, the presence of exchangeable
protein protons with variable exchanging times requires particular care in sample preparation
as well in data analysis [25]. To maximize the neutron scattering signal, protein dynamics
is usually studied in powder samples with a low water content (less than 0.5 g of water/g of
protein); experiments on aqueous samples being recently performed [26].

Incoherent neutron scattering (INS) is usually separated into elastic, quasielastic and
inelastic components; each one of these terms providing a different kind of information on
protein dynamics [22, 27].

Elastic INS, related to the correlations in the atomic positions at infinite time, gives
information on the geometry of motions [28]. From the elastic scattering, the mean square
displacements (MSD) of atomic motions can be extracted [29–34].

Quasielastic INS scattering, arising from stochastic motions, is mainly sensitive to
hydrogen diffusive motions and, in principle, it provides relaxation times and motion shapes
at the molecular level [27]. The timescale range at which these dynamical events occur in
proteins is very wide [31, 35–41].

Finally, inelastic INS gives information about the vibrational dynamics of protein
atoms [29, 42, 43], providing also the vibrational density of states of the biomolecular
system [28, 44].

INS becomes much more rewarding when used in connection with molecular dynamics
(MD) simulation [43, 45–50]. Classical MD simulations give a detailed atomic, spatial and
temporal description of both protein and solvent dynamics in the same temporal window
of neutron scattering [51, 52]. From MD simulated trajectories, the INS quantities can be
calculated and compared with the corresponding experimental values [28, 44]. Therefore,
once the reliability of the simulation has been assessed, the MD simulation capabilities can be
exploited to extract information which cannot be directly obtained from experimental data [28].
For example, the contribution arising from protein hydrogens belonging to different regions can
be extracted from the total INS signal [53]. On the other hand, we remark that MD simulation
can help to elucidate the hydrogen/deuterium exchange in neutron scattering data of protein
systems.

Here, the results as obtained by INS conjugated with MD simulation on the dynamics of
ET proteins are reviewed. In particular, we have focused our attention on two ET copper-
containing proteins, azurin (AZ) and plastocyanin (PC), which are members of a family
of proteins collectively described as blue-copper proteins [54]. The investigation of these
proteins, widely studied by both neutron scattering and MD simulations [43, 53, 55–59], could
be paradigmatic for the general understanding of ET proteins.
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2. Materials and methods

2.1. Neutron scattering of proteins

The basic quantity measured by neutron scattering experiments with thermal neutrons is the
double differential cross-section d2σ/d� dE which is the number of neutrons scattered per
unit time into solid angle interval [�,� + d�] and energy interval [E, E + dE], normalized
to the flux of the incoming neutrons:

d2σ

d� dE
= N

k

k0
Stot(q, ν) (1)

where the quantity Stot(q, ν) is the dynamic structure factor, or scattering function, N is
the number of atoms, q is the exchanged momentum, ν is the frequency related to the
exchange energy hν and k and k0 are the absolute values of the wavevectors of scattered
and incident neutrons, respectively (see figure 2) [27]. The experimental data from some
neutron equipments are sometimes reported as a function of the scattering angle θ , instead of
q; θ being related to q through the difference k − k0 (see figure 2).

The dynamic structure factor contains information about the dynamics of the sample. It
includes a coherent part, Scoh(q, ν), arising from interference effects due to correlations in the
positions of different atoms, and an incoherent part, Sinc(q, ν), related to the self-correlation
in the atomic positions [22]. The incoherent scattering of hydrogen atoms, which is an order
of magnitude larger than those of the other atoms, dominates the spectra profiles of protein
systems [22]. For protein systems, the coherent contribution to the total signal can be evaluated
to be about 15–20% [59].

The incoherent dynamic structure factor may be written as the spatial-temporal Fourier
transform of the self-correlation function, g(r, t), [22]:

Sinc(q, ν) = 1

2π

∫ +∞

−∞

∫ +∞

−∞
g(r, t)e−2π iνt e−iq·r dt dr, (2)

the self-correlation function, g(r, t), or the Van Hove function, being given by [22]:

g(r, t) = 1

N

N∑
i=1

〈δ[r + Ri (0) − Ri (t)]〉 (3)

where the sum is performed over the number N of hydrogens in the system, r is a position
vector, Ri (t) is the position vector of the i th hydrogen at time t and the brackets 〈 〉 denote an
average over time origins.

In practice, the spread in energy of the neutrons incident on the sample results in a finite
energy resolution and the measured spectrum, Sexp

inc (q, ν), is a convolution of the true spectrum
Sinc(q, ν) with the instrumental resolution function R(ν):

Sexp
inc (q, ν) = Sinc(q, ν) ⊗ R(ν) (4)

where ⊗ denotes a convolution product.
In the one-phonon scattering approximation [22], the incoherent dynamics structure factor

is usually written as the sum of three terms:

Sinc(q, ν) = e−2W (q,T ) A0(q) · δ(ν) + e−2W (q,T )[1 − A0(q)] · Sqel(q, ν) + Sinel(q, ν) (5)

where e−2W (q,T ) is the Debye–Waller factor, A0(q) is the elastic incoherent structure factor,
δ(ν) is the delta function, Sqel(q, ν) is the quasielastic incoherent structure factor and Sinel(q, ν)

is the inelastic incoherent structure factor.
The first term in equation (5), giving the elastic response of the system Sel(q, ν ≈ 0), can

be obtained as the limit of INS function for infinite time [22]. In the Gaussian approximation,
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the elastic dependence on the energy is represented by a delta function and the Debye–Waller
factor can be expressed by:

e−2W (q,T ) = e−q2〈u(T )2〉/6 (6)

where 〈u2(T )〉 is the averaged hydrogen MSD at temperature T . Accordingly, the MSD of
hydrogen atoms can be estimated by extracting the limiting slope as q → 0 of ln Sinc(q, ν = 0)

versus q2 at various temperatures [29]; such a quantity being dependent on the energy resolution
of the instrument. Alternatively, to take into account the variety of protein motions, the MSD
can be extracted from the relationship:

〈u2(T )〉 =
∫

〈u2(T )〉g(〈u2(T )〉) d〈u2(T )〉 (7)

where g(〈u2(T )〉) is the probability distribution function corresponding to motions charac-
terized by 〈u2(T )〉; the integration in equation (7) being carried out on the whole domain of
motions resolvable by the instrument used. It should be remarked that the MSD obtainable from
neutron scattering should be distinguished from the mean square fluctuation as obtained from
x-ray crystallography [28]. Actually, the former gives information about a deviation of the
protein from a reference structure in the temporal window of the neutron scattering measure-
ments; the latter providing time-averaged information about the mobility of protein atoms by
considering the static disorder (crystal disorder and structural macromolecular heterogene-
ity) [60].

The inelastic INS scattering consists of peaks at non-zero values of the energy transfer.
For proteins, the inelastic contribution results from an exchange of energy with vibrational
modes in the molecule and it can be expressed by:

Sinel(q, ν) = e−2W (q,T ) q2

8π Mν
n(ν, T )g(ν) (8)

where M is the proton mass, n(ν, T ) = [ehν/kB T − 1]−1 is the Bose factor and g(ν) is the
vibrational density of states.

From neutron scattering data, the amplitude-weighted vibrational density of states, G(ν),
can be obtained by taking the limit q → 0 [42, 46]:

G(ν) = lim
q→0

6ν

hq2
(ehν/kT − 1)Sinc(q, ν) (9)

such a function G(ν) practically coincides with the density of states g(ν) in the low frequency
region [42].

Finally, the quasielastic INS, Sqel(q, ν), which appears by increasing the temperature, gives
rise to a broadening of the elastic peak; such a broadening being due to stochastic motions and
overdamped vibrational modes. To extract the quasielastic contribution, a subtraction of the
inelastic scattering from the total INS spectrum is usually performed. Under the assumption
that harmonic and anharmonic motions are statistically independent [42], the quasielastic
contribution at the temperature T can be estimated by a careful subtraction of the vibrational
part from the total spectrum:

Sqel(q, ν, T ) = Sinc(q, ν, T ) − Sinel(q, ν, T ). (10)

In the hypothesis that at the low temperature T0, protein dynamics follows a harmonic
behaviour, low temperature spectra at T0 can be used to approximate the vibrational component
at higher temperature T through:

Sinel(q, ν, T ) = Sinc(q, ν, T0)
e−2W (q,T )n(ν,T )

e−2W (q,T0)n(ν,T0)
. (11)
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For simple homogeneous systems, the quasielastic contribution is commonly represented by a
Lorentzian centred at ν = 0. For proteins, the quasielastic scattering, which results from very
complex diffusive atomic motions, is quite difficult to extract. A phenomenological function,
such as a sum of Lorentzians is frequently proposed to describe the quasielastic INS:

[1 − A0(q)]Sqel(q, ν) =
∑

QI SFn(q)Ln(σn, ν) (12)

where Ln(σn, ν) is the nth Lorentzian, σn is the full width at half-maximum, the inverse of
which provides an estimation of the characteristic timescale of the corresponding motion and
QI SFn(q) is the quasielastic incoherent structure factor which gives the energy integral of the
nth quasielastic component.

2.2. Hydrogen/deuterium exchange in proteins

As already mentioned, the neutron scattering of a protein system is largely dominated by the
scattering of hydrogens which are evenly distributed in the protein macromolecule and, if
present, in the surrounding water. By taking into account that the incoherent cross-section of
hydrogens is 80 × 10−24 cm−2 and that of deuterium is 2 × 10−24 cm−2, the H/D contrast can
be exploited in INS experiments to selectively enhance the dynamics of a part of the system.
Indeed, to maximize the contribution due to protein motions, INS experiments are performed
in a D2O medium. However, the presence of exchangeable protein hydrogens, with different
exchanging times, gives rise to a continuous exchange between the protein and the solvent
hydrogens [59, 61, 62]. To substitute all the rapidly exchanging protein H by D atoms, a
protein can be dissolved in D2O, then it can be lyophilized and hydrated again with D2O. On
the other hand, to substitute by deuterium all the protein exchangeable protons, even those
with a large exchanging rate, a protein can be dissolved in bulk D2O and left for a long period.
Then it can be lyophilized, and solved again in D2O by repeating such a procedure a number of
times. Furthermore, since the large majority of exchangeable hydrogens is generally located
on the protein surface, by appropriately using D-labelling, the dynamics of exposed or core
protein residues can be selectively highlighted [59, 63, 64].

Conversely, the dynamical behaviour of the solvent can be obtained from INS data by
following two different strategies. First, a quantitative comparison between INS data from a
protein system alternatively hydrated by H2O or D2O can be performed. A second approach
consists in growing the protein in deuterated media [65] and then hydrating it by H2O; such a
procedure allowing the direct extraction of the solvent contribution [66, 38]. However, again,
the presence of the hydrogen exchanging processes between the protein and the solvent requires
some care in the analysis of the results [56].

2.3. MD simulation of proteins and derivation of neutron scattering quantities

The classical dynamics of a protein system can be simulated, at atomic resolution, by
integrating the Newton equations for each atom; such an approach involving the computation
of the coordinates and velocities of each atom in the system as a function of time. The
essential prerequisites are the knowledge of a starting set of atomic coordinates (for proteins
usually obtained from x-ray crystallographic or refined-NMR structure data) and of the
interaction potential among atoms. Usually, the interaction potential is represented by an
empirical energy function that takes into account both the bonding and the non-bonding
contributions [51, 52, 67]:
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U(R) = 1
2

∑
bonds

Kb(b − b0)
2 + 1

2

∑
angle

Kθ (θ − θ0)
2

+ 1
2

∑
dihedrals

Kχ [1 + cos(nχ − δ)] + 1
2

∑
impropers

Kimp(φ − φ0)
2

+
∑

non-bondedpairs

εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6]
+

qi q j

4πε0ri j
(13)

where R is the coordinates of the atoms, Kb, Kθ , Kχ Kimp are the bond, angle, dihedral angle
an improper dihedral angle force constants, respectively, b, θ , χ , φ are the bond length,
bond angle, dihedral angle and improper torsion angle, respectively, and the subscript zero
represents the equilibrium values for the individual terms. Lennard-Jones 6–12 and Coulomb
terms contribute to the external or non-bonded interactions; εi j is the Lennard-Jones well depth
and σi j is the distance at the Lennard-Jones minimum between atoms i and j , qi is the partial
atomic charge, ε0 is the dielectric constant, and ri j is the distance between atoms i and j .
Different sets of parameters for the empirical potential energy function have been developed
(CHARMM, GROMOS, AMBER, ENCAD) [68–71]. At the same time, a variety of potential
functions to describe intermolecular liquid water interactions have been proposed and tested
(SPC [72], SPC/E [73], TIP3P [74], F3C [75], ST2 [76]).

The macromolecule can be partially hydrated by a layer of water molecules just covering
the solvent-exposed surface or it can be fully solvated by a large box filled with solvent
molecules. In the last case, the whole system is usually replicated in three dimensions and
treated with periodic boundary conditions [77]. To save computational time, a variety of
approximate methods for the treatment of electrostatic long range interactions have been
developed [77–81]. Given an initial set of atomic coordinates and velocities, a numerical
integration of equations of motions is performed [82] by keeping constant the energy constant
(microcanonical or NV E ensemble), the temperature (canonical or NV T ensemble) or both
pressure and temperature constant (isobaric–isothermal or N PT ensemble) [77].

The stored MD simulated trajectories of protein atoms can be exploited to calculate some
relevant physical quantities which are directly connected to INS parameters.

The self-intermediate incoherent scattering function Iinc(q, t) can be derived from MD
simulation through the expression:

Iinc(q, t) = 1/3N

〈 N∑
i=1

e[iq·(Ri (t)−Ri (0))]

〉
(14)

where Ri (t) is the position vector of the i th atom at time t , and the brackets 〈 〉 denote an
averaging over the system atoms, the time origin and, to take into account anisotropic effects,
the exchange momenta q having the same modulus q .

The incoherent dynamic structure factor Sinc(q, ν) can be calculated by the temporal
Fourier transform of Iinc(q, t):

Sinc(q, ν) = 1

2π

∫ +∞

−∞
e(−2iπνt) Iinc(q, t) dt (15)

which is usually derived by applying a numerical fast Fourier transform, also by convoluting
Sinc(q, ν) with a function to take into account the experimental resolution. In addition, to
satisfy the detailed balance condition, a semiclassical correction is applied by multiplying
Sinc(q, ν) by the factor exp(hν/2kBT ) [44].

Under the assumption that the short time behaviour of protein atoms can be described as
independent harmonic oscillators (oscillatory motion in the cage formed by its neighbours), the
vibrational density of states g(ν) can be derived from MD simulated trajectories by different
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approaches. It can be obtained from the spectral density Cvv(ν) of the velocity autocorrelation
function Cvv(t) [55]:

g(ν) ∼ Cvv(ν) = 1

2π

∫ ∞

−∞
e−2π iνt Cvv(t) dt (16)

with Cvv(t) is expressed by:

Cvv(t) = 1

N

N∑
i=1

1

trun − t

∫ Tc

0
vi · (t + τ )vi(τ ) dτ (17)

where vi(t) is the velocity of the protein atom i at time t and trun is the total time interval; Cvv(t)
being usually multiplied by a Gaussian damping envelope to overcome spurious truncation
effects. Alternatively, the vibrational density of states g(ν) can be obtained by normal mode
analysis (NMA) [83].

The MSD, 〈u2
i 〉, of the i th atom can be derived from the MD trajectories through the

relationship:

〈u2
i 〉 = 〈(Ri (t) − Ri(0))2〉 (18)

by calculating the differences between the instantaneous, Ri(t) and averaged 〈Ri〉 coordinates
of i th atom; the brackets 〈 〉 representing a time average.

Finally, to extract the quasielastic contribution, by analogy with the procedure used for
the experimental data, a subtraction of the inelastic scattering from the total MD simulated
INS dynamic structure factor is performed (see equations (10) and (11)).

2.4. Electron transfer proteins: azurin and plastocyanin

AZ and PC are copper containing proteins which play a crucial role in acting as ET agents in
redox [84] and photosynthetic systems, respectively [85]. Both proteins consist of a rigid core
formed by eight stranded β-strands, arranged in a β-sandwich, connected by random chains
(turns) and of an α helical insertion [86, 87]. AZ contains a disulphide bridge connecting
two β-strands [87] (see figure 1). The AZ and PC copper reaction sites are at one end of
the β-sandwich structures. The geometry of the PC copper site is described as a distorted
tetrahedral arrangement of three strongly bound ligands (two histidine and one cysteine) and
one more weakly bound ligand (methionine) around the copper [86]. The AZ copper site has
been found to share the same four ligands in a similar geometry, but with the possibility of a
weak fifth ligand [87].

The PC protein surface, which represents the barrier through which the electron has to
enter in an ET event, is characterized by a pronounced negative patch and a flat hydrophobic
patch around the partly solvent exposed Cu-ligand His87 [85, 84]; such patches being found to
be involved in the binding interaction with cytochrome f and Photosystem I [85, 84]. Similarly,
on the AZ surface, a large hydrophobic patch located around the Cu-ligand His117 has been
suggested as a likely candidate for reaction of AZ with both nitrite reductase and cytochrome
c551 [88].

Both these proteins shuttle an electron from the donor to the acceptor involving the copper
active site. Many studies have demonstrated that the ET process in AZ and PC is strongly
regulated by their global structure and dynamics [89]. Indeed, even atoms far from the active
site assist the ET process by determining and regulating the ET paths from the copper to the
relative partners [6]. Collective motions, whose presence has been verified in ET proteins,
form part of the reaction coordinates of the functional motions [6].

The reliability of the force field, used in the MD simulations of these proteins and of their
active sites, has been also assessed by analysing the power spectrum as extracted from the
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Figure 1. X-ray structures of AZ and PC. The copper atom (large dark sphere) and its ligands
together with the N- and C-terms of the macromolecules are shown. These drawings have been
generated using the program Molscript [145].

Figure 2. Scattering triangle of a neutron scattering event. k0 and k are the incident and the
emerging scattering wavevectors, respectively. q is the exchanged momentum and θ is the scattering
angle.

temporal fluctuations of the S–Cu bond distance during the temporal evolution [90]. Actually,
such a spectrum has been shown to be very similar to that obtained by resonant Raman
spectroscopy [91].

3. Incoherent neutron scattering and MD simulation results

3.1. Experimental dynamic structure factor

An example of the experimental dynamic structure factor, in θ representation, of D2O hydrated
and dry AZ powder samples, at different temperatures 100, 180, 220 and 300 K, is shown in
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Figure 3. Experimental dynamic structure factor, S(2θ, ν), as a function of hν, of a D2O hydrated
AZ powder sample (0.36 g of D2O/g of protein) at 2θ = 105◦ for different temperatures: 100 K
(open triangles), 180 K (open circles), 220 K (full triangle)s and 300 K (full circles). Inset:
comparison between spectra of D2O hydrated AZ (full symbols) and dry AZ (open symbols) at
180 K (squares) and 300 K (circles). Adapted from [43].

figure 3. On visual inspection, the S(2θ, ν) trend appears quite similar to that of other globular
proteins [92, 43]. Each spectrum may be considered as the sum of three different contributions,
i.e. the elastic, quasielastic and inelastic as described in section 2.1. The elastic peak is not a
delta function but has a well defined linewidth because of the finite experimental resolution
(represented by the dashed curve in figure 3); such a linewidth corresponding to the limit of the
slowest observable motions. The elastic intensity decreases upon increasing the temperature,
according to the Debye–Waller factor behaviour (see equation (6)), and such a decrease is
compensated for by quasielastic and inelastic scattering.

The low-frequency inelastic spectra show a well-defined excess intensity around 3.5 meV,
particularly visible at low temperatures. As the temperature increases, such a peak becomes
less distinguishable, due to the rise of the quasielastic contribution which gradually fills up the
low-temperature minimum.

The dynamic structure factor of the dry AZ sample at 180 and 300 K, shown in the inset
of figure 3 together with the spectra from the corresponding hydrated sample, exhibits a quite
similar behaviour to that of the hydrated sample. At 180 K a slight downwards shift of the
inelastic peak is observed in the dry sample with respect to the hydrated one, while at room
temperature the quasielastic contribution of the dry sample is slightly lower than the hydrated
one.

Information about the overall protein dynamics contained in the experimental dynamic
structure factor is analysed in more detail in the following. In particular, the different parts of
the dynamic structure factor of AZ and of PC are separately addressed and compared with the
related quantities as extracted from MD simulations.

3.2. Elastic incoherent neutron scattering intensity and mean square displacements

Figure 4 shows the normalized elastic intensity of dry and D2O hydrated AZ samples as a
function of temperature. The trend of dry AZ is characterized by a harmonic behaviour over all
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Figure 4. Experimental neutron scattering elastic intensity, as a function of temperature of D2O
hydrated (0.36 g of D2O/g of protein) (full symbols) and dry (open symbols) AZ samples. The
continuous curve shows a fit by a harmonic model. The data have been normalized to the elastic
intensity at 20 K.

the analysed temperatures (see the continuous curve in figure 4). A similar behaviour is detected
for D2O hydrated AZ below 180 K. At variance, above this temperature, hydrated AZ reveals
a drastic decrease in the elastic intensity, indicative of an anharmonic behaviour [93]; such a
transition reflecting the onset of additional degrees of freedom. This finds a correspondence
with what is observed in other protein systems [29, 32]. It is worth noting that the transition
temperature varies with the energy resolution of the instrument used; the resolution directly
reflecting the shortest detectable motions. Therefore, the observed dynamical transition
involves protein motions with different characteristic times. For AZ, the transition temperature
has been observed in a range from 180 to 230 K, corresponding to the onset of motions with
characteristic times ranging from about 50 to 500 ps [94].

From figure 4, in addition to the transition at 230 K, a further change in the slope of the
elastic intensity of hydrated AZ can be revealed at about 260 K, reflecting the onset of a new
dynamical regime [94]. Since such a deviation can be put into evidence only by instruments
detecting motions whose characteristic times are above 500 ps [94], it becomes apparent that,
at higher temperatures, slower protein motions are established.

Further information about protein motions can be obtained from the MSD. The MSD of
D2O hydrated AZ, as extracted from the elastic intensity by integrating over all the accessible
motions from 0.08 to 25 Å (see equation (7)), are shown, as a function of temperature, in
figure 5; the probability distribution function, g(〈u2(T )〉), having been estimated by the Monte
Carlo method [93]. For temperatures below about 180 K, the MSD increases linearly with
temperature as expected for harmonic motions (see continuous line in figure 5). Above this
temperature, an extra increase in the MSD can be observed; such a trend reflecting the onset
of anharmonic motions. A similar qualitative behaviour can be also observed in the inset
of figure 5 where the MSD of D2O hydrated AZ, as extracted from the limiting slope for
q → 0 of the dynamic structure factor (see section 2.1), are shown. Additionally, in the inset
of figure 5, the MSD values at 180 and 300 K for the dry AZ sample suggest a harmonic
behaviour according to what is observed in the elastic intensity. Generally, these results are in
agreement with those found for other dry proteins [30, 31].

Notably, the MSD values, as obtained by an integration over a larger domain of accessible
motions, appear to be lower with respect to those derived by only considering motions at a fixed
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Figure 5. MSD, 〈u2〉, as a function of temperature, extracted through equation (7) from the
experimental neutron scattering elastic intensity, of a D2O hydrated (0.36 g of D2O/g of protein)
AZ sample. The continuous line shows a linear fit of the MSD values below 180 K. Inset: MSD,
extracted from the limiting slope as q → 0, of ln Sinc(q, ν = 0) versus q2 of D2O hydrated (full
triangles) and dry (open triangles) AZ samples. Adapted from [43, 93].

temporal resolution. Such a result, on the one hand suggests the presence of protein motions
with a different amplitude and with different characteristic times, on the other it points out that
motions with large amplitude give a smaller contribution to the MSD values [93].

From a general point of view, the deviation from the harmonic behaviour in the MSD
as well as in the elastic intensity, around 200 K, might reflect the occurrence of a dynamical
transition. Such a transition is commonly detected in hydrated proteins by several experimental
investigations [29–32, 95–97] and it is quite similar to that observed in some glass-forming
systems [98]. It has been suggested to be a sort of universal feature of protein systems likely
due to the activation of transitions among different conformational substates, local minima
of the proteins energy landscape [99, 100]. However, the existence of such a dynamical
transition in proteins has been questioned due to its significant dependence on the timescale
of the experimental accessible motions [101]. On such grounds, a discontinuity in the protein
dynamics might not be required to explain the observed changes in the MSD slope as a function
of temperature [101]. Irrespective of its origin, the evidence that the dynamical transition of
proteins is almost suppressed in the dry samples is consistent with the hypothesis that the solvent
plays a crucial role in regulating the dynamical response of a protein [102–104, 61, 105, 58, 8]
(see also next section).

Recently, the investigation of the dynamical transition in proteins in the sub-nanosecond
timescale by NMR has provided a new insight into the dynamics of proteins. Indeed, the
observed protein transition at 200 K has been ascribed to a temperature activation of the
methyl-side chain dynamics [106]; such activation being also strongly coupled to the solvent
dynamics.

Finally, the slope change observed at about 260 K in the elastic scan of hydrated AZ
reflects the onset, at higher temperature, of slower protein motions and appear quite striking.
It could be consistent with the activation of a dynamical regime in which large parts of the
macromolecule can be involved [107]. These slow motions might require the simultaneous
collective arrangement of several residues and could be triggered by fast dynamical processes.
This can be interpreted in the framework of a theory describing the dynamics of complex
systems in terms of fast local motions as a precursor to slow collective motions [108, 29].



Topical Review R95

Figure 6. MD simulated MSD, 〈u2〉, as a function of temperature, of hydrated PC (0.40 g of D2O/g
of protein): all hydrogens (squares), solvent exposed hydrogens (triangles) and β-sheet hydrogens
(circles). The continuous line shows a linear fit of the MSD values below 180 K for all hydrogens.
The stars show the MD simulated MSD of hydrated AZ (0.40 g of D2O/g of protein) at 100, 180,
220 and 300 K. Adapted from [110, 43].

From the biological point of view, the dynamical transition in proteins has been
suggested to be related to the onset of the biological activity by involving an increase of the
macromolecular flexibility [30, 35, 105, 109]. However, examples of protein systems which
maintain their functionality even at low temperatures have been found [101]; such a finding
supporting the hypothesis that some sort of uncorrelation between the biological activity and
the onset of motions in the picoseconds timescale [101].

Finally, the fact that ET proteins behave similarly to other globular proteins provides
support for the hypothesis that the global dynamical behaviour could be a common feature
of proteins, irrespective of their specific function. Even proteins characterized by a quite
rigid structure, like a β-barrel, may undergo a significant change, with temperature, in their
dynamics.

3.3. MD simulated mean square displacements

Figure 6 shows the MSD, as a function of temperature, of hydrogen atoms for a hydrated PC
sample as extracted from MD simulation in a temporal window of 500 ps. These MSD values
appear to vary linearly with temperature below 180 K, while they increase more rapidly above
180 K; a similar trend being observed for the MSD of D2O hydrated AZ at 100, 180, 220 and
300 K (see stars in figure 6). Therefore, the MD simulated MSD of both PC and AZ turn out to
be consistent with the behaviour as observed in the INS experiments. However, we note that
the MSD values from MD simulations should be re-scaled by a factor 0.4 in order to exactly
match the experimental values. A similar quantitative discrepancy between the experimental
and the MD computed MSD has been already observed in other hydrated proteins even if
simulated by other potentials [45]. Such a behaviour may originate from a too soft MD force
field which could lead to an overestimate of the atomic fluctuations [55]. In this respect, an
effect due to the truncation of the long range electrostatic interactions could also be accounted
for [47].

By exploiting the MD simulation capabilities, the contribution to the MSD arising from
different PC classes of atoms can then be extracted. Figure 6 also shows the MD simulated
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MSD for β-sheet hydrogens and solvent exposed side-chain hydrogens of PC. At all the
temperatures, the solvent-exposed atoms are characterized by MSD values larger in comparison
to those of β-sheet hydrogens. The prevailing location of the latter at the solvent accessible
surface of the protein probably favours a large atomic mobility, while the motion of the
β-sheet atoms is instead restrained by the rigid arrangement of the β-sandwich skeleton of the
protein architecture. For dry PC [110], all the three atom classes behave harmonically below a
temperature of about 130 K, after which the onset of an anharmonic contribution, less marked
than in the hydrated PC system, occurs. All these results are in a qualitative agreement with
the MD simulations of myoglobin at different levels of hydration [45].

As already mentioned, it is commonly believed that the solvent plays a crucial role
in determining the dynamical transition of proteins. Actually, it has been shown that the
dynamical transition of an hydrated protein can be inhibited by keeping only the solvent
temperature below the glass-transition temperature [111]. Accordingly, the enhancement in
the protein fluctuations magnitude above the glass-transition temperature can be assumed to be
mainly due to the solvent mobility [112]. Further evidence for the intimate connection between
protein and hydration water dynamics comes from the number of different water molecules
engaged in the protein–solvent H-bonds for hydration water around PC [110, 113],whose trend
with temperature is very similar to that observed in the protein MSD.

These findings have led some authors to hypothesize a strong coupling between the protein
and the solvent dynamics [114, 110, 32, 115]. Hydration water dynamics could be coupled to
the motion of the polar lateral chains through the injection of fast excitations which can trigger
slower collective motions [114]. A discontinuity in length of the protein–solvent H-bond as a
function of temperature, as detected by neutron scattering, [35, 116] could be at the origin of
the onset of anharmonic protein motions at high temperature.

It should be mentioned that an analysis of the fluctuations in the MD simulated potential
energy has revealed that both the PC and its surrounding solvent exhibit a 1/ f α noise with the
same value for the α exponent [117]. The presence of 1/ f α noise, which is a manifestation,
in the temporal domain, of the complexity of the system, could be put into relationship to
the exploration of the complex energy landscape [118, 119]. The observed behaviour in the
potential energy of PC, could, on one the hand be indicative of the complexity of the protein
systems, on the other it could provide further evidence for the protein–solvent dynamical
coupling.

3.4. Inelastic incoherent neutron scattering

The experimental dynamic structure factor, S(q, ν), of D2O hydrated AZ is shown in figure 7 for
four different temperatures (100, 180, 220 and 300 K) at q = 1.8 Å−1. As already mentioned,
a broad low-frequency inelastic band centred around approximately 3.5 meV is well visible at
low temperatures up to 220 K, but merges into the quasielastic contribution at room temperature.
Generally such a peak, usually called boson peak, represents an excess of vibrational states
over the flat Debye level. Indeed, in the Debye approximation and at low frequency, g(ν) turns
out to be proportional to ν2 and the Bose factor n(ν, T ) = [e(hν/kB T ) − 1]−1 can be cast in
the form kBT/hν; accordingly, a constant trend as a function of frequency is expected for the
dynamic structure factor (see equation (8)). The presence of the boson peak in hydrated AZ
can also be put into evidence as an excess of low-frequency modes in g(ν) [98]. Actually, in
the inset of figure 7, the ratio g(ν)/ν2 is shown for the different analysed temperatures, again
revealing the presence of a bump located at about 3.5 meV for 100, 180 and 220 K. In addition,
the density of low-frequency vibrations increases with the temperature and the maximum of
g(ν)/ν2 is shifting to lower energies.
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Figure 7. Experimental neutron scattering dynamic structure factor, S(q, ν), as a function of hν, at
q = 1.8 Å−1, of D2O hydrated AZ (0.36 g of D2O/g of protein) at different temperatures: 100 K
(open triangles), 180 K (open circles), 220 K (full triangles) and 300 K (full circles) and of dry AZ
at 180 K (open stars) and 300 K (full stars). Inset: vibrational density of states divided by ν2, as a
function of energy, of D2O hydrated AZ at the same temperatures. Adapted from [43].

Figure 7 shows also the spectra for the dry AZ sample (stars) at 180 and at 300 K. The
inelastic peak can also be seen at 180 K, but peaking at about 2.5–3 meV, slightly downwards
shifted with respect to the corresponding hydrated sample in agreement with the results found
for myoglobin [92].

The presence of an excess of scattering located at approximately the same range of
2–3.5 meV, has been seen in the low-temperature INS spectra, as well as in the Raman spectra
at room temperature, of several proteins at different hydration conditions [28, 30, 42, 92, 120–
124].

To better investigate the contribution of protein protons belonging to different classes,
protein samples hydrated by D2O and submitted to different hydrogen/deuterium exchange
procedures can be analysed. Figure 8 shows the dynamic structure factor, at 100 K, of D2O
hydrated PC samples in which rapidly exchanging protons (open circles) and both rapidly
and slowly exchanging protons (full circles) have been substituted by deuterium (for the
hydrogen/deuterium exchange procedure see section 2). A bump at 3.5 meV is present in
the dynamic structure factor of both the samples in agreement with what is observed for
AZ [59] (for additional data on PC see also section 3.6). Notably, an additional peak, at a
lower energy (1 meV), is clearly visible in the dynamic structure factor of the sample where
only rapidly exchanging protons have been substituted by deuterium.

Phenomenologically, a single Lorentzian, centred at about 3.5 meV reproduces the
dynamic structure factor of the sample where both rapidly and slowing exchanging protons have
been substituted by deuterium [59]. Two Lorentzians, one centred at about 1 meV and another
one centred at about 3.5 meV, are required to fit the dynamic structure factor of the sample
where only rapidly exchanging protons have been replaced by deuterium (see figure 8 and its
legend) [59]. Notably, the same parameters describing the Lorentzian centred at 3.5 meV can
be used for both samples.
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Figure 8. Experimental dynamic structure factor, S(q, ν), as function of hν, at q = 1.5 Å−1,
at 100 K, of D2O hydrated PC (0.40 g of D2O/g of protein). Full circles: rapidly and slowly
exchanging protein protons have been substituted by deuterium; open circles: rapidly exchanging
protein protons have been substituted by deuterium. Curve 1: Lorentzian lineshape A1

[(E−E1)2+σ 2
1 ]

,

with parameters A1 = 3.9−5, E1 = 1.0 meV, σ1 = 0.9 meV; curve 2: Lorentzian lineshape
A2

[(E−E2)2+σ 2
2 ]

, with parameters A2 = 4.4 × 10−4. E2 = 3.5 meV, σ2 = 2.7 meV. Dashed curve:

superposition of curves 1, 2 and a ground. Dotted curve: superposition of curve 2 and a ground.
Adapted from [59].

Generally, these results point out that exchangeable and non-exchangeableprotein protons
reveal different vibrational features. In particular, the boson peak, at 3.5 meV is essentially
due to non-exchangeable protein protons, while the peak at 1 meV is to be attributed to the
slowly exchangeable ones. Since the slowly exchangeable protein protons, located in the
amide groups of the backbone, are involved in the intramolecular H-bond network stabilizing
the macromolecule structure, the peak at 1 meV might be related to the fluctuations of the
H-bonds.

The appearance of a vibrational state excess in the INS spectra is a feature observed
in many glassy systems [98, 125, 126], and it has been generally attributed to topological
disorder [127]. It might originate from structural correlations over an intermediate range
scale, associated with localized excitations; vibrations at and below such a peak coexisting
and interacting with sound waves [125, 127–130]. The evidence that an excess of vibrational
modes has been observed in INS spectra of both heat and acid denatured myoglobin [42] and a
mixture of hydrated amino acids [92] indicating that the vibrations corresponding to the peak
are independent of the main-chain conformation and packing and of the monomer chemical
linkage [42].

3.5. MD simulation of inelastic incoherent neutron scattering

The MD dynamic structure factor, S(q, ν), of D2O hydrated AZ, calculated as function of
energy for all the hydrogen atoms, is shown in figure 9 for four different temperatures (100,
180, 220 and 300 K) at q = 1.8 Å−1. It can be seen that a low-frequency inelastic band centred
around approximately 1.5 meV is clearly visible at low temperatures up to 220 K. The presence
of the boson peak can also be put into evidence in the density of the states (see the inset of
figure 9) where the ratio g(ν)/ν2 shows for various temperatures a bump of low-frequency
modes located at about 1.5 meV. Such a peak has been detected at higher energies if the Ewald
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Figure 9. MD simulated dynamic structure factor, S(q, ν), as a function of hν, at q = 1.8 Å−1, of
D2O hydrated AZ (0.36 g of D2O/g of protein) at different temperatures: 100 K (open triangles),
180 K (open circles), 220 K (full triangles) and 300 K (full circles). Inset: MD calculated vibrational
density of states divided by ν2 as a function of energy. Adapted from [43].

sums to treat the long-range interactions are introduced [131] or, alternatively, if a few proteins
are inserted in a monoclinic cell [132]. This suggests that the 1.5 meV peak, observed when
MD simulations in the single molecule configuration are performed, could be mainly due to
short range interactions [28, 45, 95].

With the aim of investigating by MD the contribution to the inelastic bump of various
protein atoms, the AZ hydrogen atoms have been divided into five classes according to their
mobility as evaluated by the mean square fluctuation values. Then, the contribution to the
dynamic structure factor from hydrogens in each class has been determined. The results are
shown in figure 10 for 300 K and in the related inset for 100 K. At 100 K, the inelastic bump,
peaking at about 1.5 meV, appears evident for each class of the hydrogens, and it becomes
more and more well-shaped as long as smaller mean square fluctuations are taken into account.
Therefore, hydrogens characterized by low mobility give the most significant contribution to
the boson peak.

At 300 K, the quasielastic part of the spectrum overlaps quite extensively with the inelastic
peak and only when low mean square fluctuation values are considered can the peak be clearly
detected in the spectra. In addition, even if the quasielastic interference with the inelastic
contribution does not allow us to extract the inelastic part at 300 K, the persistence of such
an excess of vibrational modes can be clearly observed also at this temperature. Such a result
is particularly interesting in connection with some theoretical findings which discriminate
between systems in which the boson peak is or is not present at high temperature [114, 133].
The persistence of the inelastic peak at high temperature might be interpreted as an indication
of a ‘strong’ amorphous character according to the nomenclature in [134].
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Figure 10. MD simulated dynamic structure factor, S(q, ν), as a function of hν, at q = 1.8 Å−1,
for hydrogens with different mean square fluctuation values of D2O hydrated AZ (0.40 g of D2O/g
of protein) at 300 K. From the bottom to the top, mean square displacement ranges (in Å2): [0.1–
0.2], [0.2–0.3], [0.3–0.4], [0.4–0.5] and [0.5–∞]. Inset: same as in main figure but at T = 100 K
and with the following mean square fluctuation ranges from the bottom to the top (in Å2): [0–0.1],
[0.1–0.2], [0.2–0.3] and [0.3–∞]. Each spectrum has been normalized to the number of atoms
belonging to the corresponding class. Adapted from [53].

3.6. Inelastic incoherent neutron scattering and MD simulation of hydration water

The dynamical properties of the solvent surrounding the ET protein can be highlighted by
comparing the INS spectra of a protein hydrated by D2O or H2O. Figure 11(a) shows the
experimental dynamic structure factor, SPC+D2O(2θ, ν) of D2O hydrated PC. Generally, the
observed spectral features of PC appear to be quite similar to those of AZ. By restricting
our analysis to the inelastic region, we note the presence of a broad peak, centred at about
3.5 meV, clearly visible at 100 and 220 K and possibly merging into the broad quasielastic
contribution at 300 K. The dynamic structure factor, SPC+H2O(2θ, ν), of H2O hydrated PC
is shown in figure 11(b) for the same three temperatures and scattering angle of those of
figure 11(a). Again, the low temperature curves reveal, in the inelastic region, a peak located
at approximately 3.5 meV, over which the quasielastic contribution superimposes at 300 K.
Now, both the protein and the hydration water protons contribute to the dynamic structure
factor. With the aim of extracting the contribution of the water solvent to the total dynamic
structure factor, both SPC+D2O(2θ, ν) and SPC+H2O(2θ, ν) have been carefully normalized by
taking into account the number of the protein protons in the samples [56, 62] (see also legend
of figure 11). Accordingly, the difference:

SH2O(2θ, ν) = SPC+H2O(2θ, ν) − SPC+D2O(2θ, ν) (19)

provides information about the dynamics of the water molecules belonging to the hydration
shell around PC. The extracted dynamic structure factor, SH2O(2θ, ν), is shown in figure 11(c).
A broad peak, centred at about 3.5 meV, is well visible at 100 and 220 K, whereas it likely
appears to be masked by the quasielastic contribution at 300 K. However, it should be taken
into account that SH2O(2θ, ν) contains a contribution from both the hydration shell and the
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Figure 11. Experimental dynamic structure factor, S(2θ, ν), as a function of hν, at 2θ = 88◦ , of
(a) D2O hydrated PC (0.38 g of D2O/g of protein), (b) H2O hydrated PC (0.38 g of H2O/g of
protein), (c) PC hydration water for the following temperatures: 100 K (square); 220 K (circle);
300 K (triangle). Solid curves are a guide to the eye. A H2O hydrated PC macromolecule contains
558 non-exchangeable protein protons, about 48 solvent-exposed, fast exchanging protein protons,
about 100 buried protein protons with a long exchanging time and 455 H2O solvent protons. A D2O
hydrated PC macromolecule contains 558 non-exchangeable protein protons and 50 protein protons
with a long exchanging time (under the assumption that about 50% of slow exchangeable protons
have actually exchanged with deuterium solvent, according to [62]). Data have been normalized
to the energy integral

∫
S(2θ, ν)h dν in the whole energy range. Adapted from [58].

exchangeable PC protons; the latter being about 14% of the total. On the other hand, the
inelastic peak is about five times higher than that expected if only exchangeable protein protons
would have contributed [58]. Such a finding strongly supports the existence of an excess of low
frequency vibrational modes in the hydration shell surrounding PC. Notably, such an excess
practically appears at the same energy at which it has been observed in the protein; while
such a peak has been not observed in the neutron scattering of hydrated phycocyanin (fully
deuterated) [66] and hydrated myoglobin [62]. Moreover, a similar vibrational anomaly has
been detected in supercooled water confined in pores of Vycor glass [135].

Figure 12 shows the MD simulated dynamic structure factor, Sinc(q, ν), of protein
hydration water [55]. It turns out that at temperatures up to 180 K, a broad inelastic bump
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Figure 12. MD simulated dynamic structure factor, S(q, ν), as a function of hν, at q = 2 Å−1,
of protein hydration water. The temperatures are 100, 150, 180, 200, 220, 260 and 300 K from
bottom to top. Inset: density of states divided by ν2 as a function of energy at 100 K (open circles),
180 K (full circles), 200 (full squares), 220 K (open squares). Solid curves are a guide to the eye.
Adapted from [55].

appears well visible in the low-frequency region, peaking at about 1.5 meV similar to what
observed in [47]. By increasing the temperature this peak becomes less and less distinct due
to the rising intensity of the quasielastic contribution. The density of states, g(ν), of hydration
water, computed as Fourier transform of the velocity autocorrelation function Cvv(t) (see
equation (16)), shown in the inset of figure 12 reveals an excess of vibrational modes at about
1.5 meV for temperatures below 180 K. At higher temperatures (220 and 300 K), a Debye-like
behaviour is registered in the low-frequency region (see inset of figure 12). It is worth noting
that the boson peak of protein hydration water, as detected by MD simulation, is again located
at the same energy at which it is observed in the protein; the same behaviour having also been
observed in the hydration water of AZ [57]. Furthermore, the existence of the boson peak
has also been revealed in the hydration water of ribonuclease A [132, 47]; such a bump being
detected at a higher energy when MD simulation is carried out in the presence of a cluster of
protein molecules. Remarkably, the existence of the boson peak in the PC hydration water
was first predicted by MD simulation [55] and subsequently confirmed by neutron scattering
measurements [56].

The simultaneous presence of a boson peak in the protein and in the hydration water
provides further support for an extensive dynamical coupling between the protein and the
surrounding solvent. For the ET proteins, we suggest that the presence of the boson peak in
the hydration water could reflect the crucial role of water into the regulation of the ET process.

3.7. Quasielastic incoherent neutron scattering

The dynamic structure factor of D2O hydrated AZ shows a significant broadening of the elastic
peak by increasing the temperature (see figure 3); such a broadening arising from protein
diffusion and relaxational movements. Due to the high complexity of the protein structure,
many different kinds of motions may contribute to the quasielastic scattering: motions of
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Figure 13. Experimental neutron scattering data of D2O hydrated AZ (0.40 g of D2O/g of protein)
at 300 K. Full curve: best fit function. Dashed curve: slow Lorentzian component (σ = 34 µeV).
Dotted curve: fast Lorentzian component (σ = 3.3 µeV).

the methyl groups and of protons in hydrogen bonds, reorientations of side-chains, etc [36].
These motions can generally be modelled in terms of jump diffusions involving two or three
states [36]. Phenomenologically, the quasielastic broadening in proteins can be described with
a sum of Lorentzians; each Lorentzian representing a continuous distribution of motions with a
different amplitude. In our case, two Lorentzian curves (see curves in figure 13) are practically
sufficient to reproduce the quasielastic broadening of D2O hydrated AZ at 300 K; a similar
behaviour having been observed for other protein systems [8, 35].

The quasielastic contribution to the scattering, Sqel(q, ν), has been extracted from the total
incoherent neutron scattering and shown in the log–log plot in figure 14(a) for the D2O hydrated
and dry AZ at 300 K. From this figure, it is apparent that both the samples approximately exhibit
the same trend. However, the corresponding intensities differ by a scale factor; the dry sample
being characterized by a lower intensity.

The quasielastic contribution of AZ has been analysed by a model function containing two
power law components [29, 92] which takes into account slow and fast dynamical processes,
respectively:

Sqel(q, ν) ∝ Aν−1−b + Bν−1+a. (20)

Notably, equation (20) becomes equivalent to a sum of two Lorentzians for a = −1 and b = 1.
Furthermore, for a Brownian motion of large particles suspended in a solvent composed of
many small particles, the quasielastic spectra exhibit one component corresponding to diffusion
of large particles (b = 1 and a = 1) and another one (white noise), describing the much faster
dynamics of the solvent (b = −1 and a = 1).

A fit of the quasielastic spectra with equation (20) of D2O hydrated and dry AZ is shown in
figure 14(a) for the two samples. Even though the calculated values a and b are quite scattered
(a = 0.45±0.15, b = 0.5±0.15 for hydrated AZ and a = 0.40±0.15, b = 0.55±0.15 for dry
AZ), it can be observed that the curves corresponding to the two power laws intersect at nearly
the same energy (approximately 0.4 meV) in both samples, indicating that the characteristic
times involved in the diffusive processes are independent of the hydration level. In addition,
these values are comparable with those derived for myoglobin [42] suggesting that globular
proteins have quite similar characteristic relaxational times, irrespective of both their secondary
and tertiary structure.
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Figure 14. (a) Experimental quasielastic neutron scattering intensity, as a function of hν, at
q = 1.8 Å−1 of D2O hydrated (0.36 g of D2O/g of protein) (full symbols) and dry (open symbols)
AZ sample at T = 300 K together with the result of the fit with the two-power law equation (20).
The data have been extracted from the total scattering spectrum by applying equations (10) and (11)
with T0 = 100 K. (b) Experimental (full symbols) and MD simulated (open symbols) quasielastic
neutron scattering intensity, as a function of hν, at q = 1.8 Å−1, of D2O hydrated AZ sample at
T = 300 K. Adapted from [43].

The observed results for (a) and (b) find a correspondence in the framework of the mode
coupling theory (MCT) which accounts for the dynamics of glasses in terms of a damped
oscillator with memory [114, 108]. According to this theory, the observed quasielastic
scattering of AZ can be interpreted as a superposition of fast, β, local motions of particles in
the cage formed by neighbours and slow, α, collective motions arising from the rearrangement
of the cages, in agreement with the results on myoglobin [42, 29]. Alternatively, the protein
motion probed by quasielastic neutron scattering has been described in terms of diffusion
in spheres with a distribution of radii; the average sphere radius for the backbone atoms
turning out to be significantly smaller than for the side chains [136]. The evidence of a non-
exponential relaxation for diffusive motions of both backbone and side chain atoms suggests
a close relationship of such a radially softing diffusive approach with that based on MCT.
Furthermore, the progressively more difficult reorganization as procession from the side chains
to the backbone atoms for the internal protein motions occurs well mimics the collective and
the local motions described by α and β relaxations in the MCT [108].

All these results, further supporting the amorphous character of protein systems, provide a
unifying vision of protein dynamics in which fast, local motions could trigger large amplitude,
functionally relevant, motions.

In figure 14(b), together with the experimental data, the MD computed quasielastic
contributions at room temperature are shown (see section 2). The simulated scattering agrees
quite well with the experimental one, especially between 0.4 and 1 meV, while at low energies
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the two curves display different trends. Since the low-energy range spectra are determined by
the slow collective motions, the observed discrepancy could again be ascribed to the fact that
the long-range interactions have been neglected in our single molecule MD simulation.

To discriminate between the quasielastic and inelastic scattering, the contribution to the
quasielastic and inelastic part of the spectrum has been estimated, from MD simulation data,
for each hydrogen atom i (for details see [53]). It turns out that the inelastic scattering is
prevalent at 100 K, while diffusion is dominant at 300 K. In addition, hydrogens belonging to
the β-sheets as well as to the α-helix region are mainly characterized by an inelastic character,
while hydrogen atoms located in turns reveal a prevailing diffusive behaviour. Finally, it has
been found that the regions involved into the binding interaction to the ET partners exhibit a
diffusive character consistent with an expected higher flexibility for these regions [53].

Therefore, a simultaneous analysis of both the inelastic and quasielastic properties of a
protein could provide some information relevant to understanding how the functional role is
connected with the structural and dynamical properties of the system.

3.8. Protein dynamics and the electron transfer process

The intermolecular ET process in biological systems involves several reaction steps, such as
binding of proteins, structural rearrangements, chemical transformations etc [1]. In addition,
since the redox centres of the electron donor and acceptor proteins are separated by long
distances, the protein milieu takes an active part in the ET reaction. First, it should provide the
structural support to the active site whose architecture is to be preserved to correctly perform
the functional role. Additionally, it must guarantee some flexibility to the redox centre in
order to allow a fine tuning of the ET properties. At the same time, protein flexibility is
also required to appropriately perform the binding to the physiological partners. Finally, the
protein provides the medium where the electron tunnelling takes place. The surrounding
solvent, besides stabilizing the protein structure can be also involved into the ET process of the
redox chain [1, 137]. Thermal fluctuations of the solvent, through a modulation of the protein
dynamics, can mediate the electron path from the donor to the acceptor.

Briefly, in the framework of the Marcus classical theory, the non-adiabatic ET rate can be
expressed in the form [1, 138]:

kET = 4π2 H 2
AB

h
√

(4π2λRT )
exp

(
− (�Go + λ)2

4λkbT

)
(21)

where HAB is the electronic coupling matrix between the donor and the acceptor, �Go is
the driving force determined by the redox potential differences for the reaction, and λ is the
reorganization energy which takes into account the energy required to distort the equilibrium
nuclear geometry of the reactant state into that of the product state without ET [1]. The
reorganization energy λ can be separated into a contribution from the vibrations of the protein
and another one from the solvent [1].

Although the results concerning AZ and PC and their solvent do not directly relate to the
ET process, they can provide some insight into the dynamical aspects strictly involved in the
ET reaction. Indeed, both the general and the specific dynamical properties of AZ and PC may
result in a modulation of the kET ET rate.

The glassy character of ET proteins can be interpreted in terms of the so-called multipath
approach [139]. It has been hypothesized that the electron can pass from the donor to the
acceptor through a variety of paths [139]. Actually, electron tunnelling might occur via a
family of non-equivalent pathways to which covalent bonds, hydrogen bonds and through-
space jumps can contribute [3]; such a multiplicity can be relevant for the ET rate, through a
modulation of the electronic coupling matrix values [139]. In more detail, two approaches can
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be taken into account. First, a single molecule can offer, to the electron, multiple paths. Second,
each molecule provides the same electronic path which,on the other hand,may produce slightly
different results from molecule to molecule due to the structural heterogeneity in the protein
ensemble. Therefore, in both cases, the topological disorder, determining a heterogeneity
in the biological answer, may significantly affect the ET process in the AZ and PC protein
systems.

The amorphous character of hydration water of AZ and PC can further contribute to the
ET process from different points of view. On the one hand, since their is strong dynamical
coupling between the protein and the hydration water, the solvent, by injecting its dynamics
on the macromolecule, can amplify the multiplicity of the ET paths in the protein. On the
other hand, the hydration water itself, by directly taking part in the ET rate, may give a
contribution to the multipathways regime. The latter aspect is also supported by the Onuchic–
Wolynes model [137, 140] for which the polarization properties of the solvent might give rise
to equivalent diffusion paths controlling the ET reaction.

The presence of the boson peak, besides providing further evidence for the amorphous
character of the analysed protein systems, may offer additional elements to the interplay
between the dynamical properties and the ET process in AZ and PC. The boson peak, related
to a strong scattering of acoustic phonons, has been hypothesized to originate from structural
correlations over an intermediate range scale. Indeed, collective vibrational modes form part
of the reaction coordinates of the functional motions of proteins [121]. Accordingly, the
excess of vibrational modes might be in some way involved into the coherent movements
required to perform the ET transfer reaction steps [43]. Such a picture is also supported by
the simultaneous presence of the boson peak, at the same energy, in both the protein and the
hydration water; such a coincidence, likely a peculiarity of ET proteins, pointing toward some
implications of this vibrational anomaly on their functionality.

Finally, it should be remarked that a detailed knowledge of the dynamics of ET proteins,
ranging from high frequency well-defined localized modes to very low frequency delocalized
modes, is required to reach a full understanding of the ET process. Neutron scattering in
connection with MD simulations offer the possibility to deeply investigate fast motions of
protein dynamics. We mention that these motions might be crucial in determining reaction
rates in proteins. In this respect, a MD simulation of an AZ study has revealed that fast
macromolecular fluctuations can modulate the numerical value of the electronic coupling
matrix HAB [5]; the tunnelling electron being capable of emitting or absorbing vibrational
energy.

4. Conclusions and perspectives

A variety of motions, covering a wide temporal and spatial range, of ET proteins can be
monitored by INS. An analysis of the elastic, quasielastic, inelastic spectra, as a function
of temperature, providing the dynamical behaviour of the hydrogens uniformly distributed
over the macromolecule, allows one to obtain information about different motions of the ET
proteins.

Additionally, INS investigation of protein samples, hydrated by H2O or D2O makes
it possible to obtain information on the dynamical behaviour of the solvent around a
macromolecule. Such an aspect is particularly relevant since the dynamics of proteins has
emerged as being strongly determined by that of solvent.

The capabilities of INS can be drastically amplified when used in connection with MD
simulations. The contributions to the neutron scattering arising from different protein atomic
classes, or from a specific region of the macromolecule, can be separately extracted from the
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total scattering. In other words, a conjugated approach by INS and MD simulation offers the
possibility of scaling down from global to local dynamics, still maintaining a close connection
with the experimental data.

Generally, the dynamical properties of ET proteins exhibit many similarities with those
of other proteins and, in particular, with that of myoglobin which, being one of the most
studied proteins, represents a sort of benchmark for protein dynamics [103]. In this respect,
we remark that a detailed knowledge of the dynamical behaviour for a variety of proteins, with
a different functional role, could be crucial to discriminate between universal and specific
features in protein dynamics. This knowledge also constitutes a necessary step to reach
a full understanding of the relationship between structure, dynamics and functionality of
biomolecules. These aspects are of utmost importance in our proteomic era to connect the
structure, or even the sequence, to the functionality by contributing them to solving the protein
puzzle whose final solution requires a large, coordinated effort.

The dynamics of the ET proteins AZ and PC, as emerging from INS and MD simulation
data, exhibits two general aspects: a glassy, amorphous character and a strong protein–solvent
dynamical coupling. Both these aspects, shared with other globular proteins, might have
implications for the specific functional role of these systems.

As already mentioned, the glassy character of proteins can be related to the complexity
of their energy landscape. The number of interacting atoms, the variety of the involved
interactions, with short, medium and long range, can be assumed to give rise to the existence
of many, nearly isoenergetic local minima, hierarchical organized, in the energy landscape. At
the same time, such a complexity might be at the origin of the peculiar dynamical behaviour
observed in proteins, such as the onset of anharmonic motions, the fast and slow relaxations
in diffusive motions and the excess of vibrational modes.

The INS and MD simulation results clearly point out a strong protein–solvent dynamical
coupling in the ET proteins. Such a result confirms the hypothesis that the protein dynamics
is drastically regulated by the dynamical properties of the surrounding solvent. On the other
hand, hydration water of AZ and PC exhibits an glassy character similar to what observed in
other protein systems. The appearance of an excess of vibrational modes in the hydration water
around the ET proteins is particularly interesting in connection to the simultaneous presence
of a similar excess in these proteins. It should be speculated that the structural properties of
AZ and PC could possibly determine a peculiar organization of the solvent. Accordingly, the
protein and the surrounding solvent may constitute a unique object whose global properties
can regulate the ET process.

Although INS has been widely employed to investigate the dynamics of different proteins,
the potentialities of such a technique are still partially unexpressed. Among others, we would
like to mention two possible developments: a much larger use of controlled H/D contrast and
the extension of INS to study proteins adsorbed on surfaces [141]. The first aspect could
offer the possibility of separately analysing the dynamical behaviour of hydrogens localized
in particular regions or with some specific functional role; e.g. hydrogens belonging to regions
involved into the ET process or into the binding to the ET protein partners.

On the other hand, the investigation by INS of biomolecules adsorbed onto surfaces is
particularly relevant for ET proteins. Recently, ET proteins, and in particular AZ and PC,
covalently bound to metallic substrates, have gained considerable interest for their ET capability
which can be exploited for applications in molecular biosensors and nanodevices [2, 142–144].
The study and the optimization of the heterogeneous (biomolecule-conductive electrodes) ET
mechanism requires a full characterization of the dynamics of the protein anchored to a surface;
changes in protein dynamics, likely related to the new spatial organization, could be clarified
by neutron scattering. However, such an approach considering samples with a small amount
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of matter requires a large neutron flux; this could be soon feasible with the development of a
new generation of neutron sources.
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